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Abstract 

 

Non-terrestrial networks (NTNs), including satellite systems, high-altitude 

platforms (HAPS), and unmanned aerial vehicles (UAVs), are increasingly central 

to the future of global communications, particularly in the deployment of 5G, 6G, 

and beyond. These networks present unique challenges, including high latency, 

mobility, and environmental interference, making experimental validation crucial 

for their development. Experimental testbeds offer a vital platform for researchers 

to test, validate, and optimize NTN technologies in real-world or simulated 

environments. This paper examines the current landscape of NTN experimental 

testbeds, highlighting their capabilities, limitations, and role in advancing NTN 

research. We discuss the design considerations, including hardware and software 

requirements, scalability, and performance metrics necessary for effective NTN 

experimentation. Furthermore, we explore the critical use cases such as next-

generation network integration, disaster recovery, and remote IoT connectivity. 

Finally, we address the key challenges and propose future directions for developing 

more advanced, flexible, and scalable testbeds to support the growing demands of 

NTN research and development. 

 

 

Introduction 

As global demand for high-speed connectivity continues to rise, Non-Terrestrial 

Networks (NTNs) are emerging as a pivotal solution to bridge the gaps left by 

traditional terrestrial communication systems. NTNs, which include Low Earth 

Orbit (LEO), Medium Earth Orbit (MEO), and Geostationary Orbit (GEO) satellites, 

High Altitude Platforms (HAPS), and Unmanned Aerial Vehicles (UAVs), are 

instrumental in providing coverage in remote, underserved, and disaster-stricken 

areas. These networks also play a crucial role in supporting the infrastructure for 5G 

and future 6G networks, offering advantages like extended coverage, low latency, 

and reliable connectivity in challenging environments. 

 



However, despite their growing relevance, NTNs present unique technical 

challenges that require extensive research and development. Issues such as signal 

propagation delays, Doppler shifts, frequent handovers due to high mobility, and 

environmental factors like space weather make NTN communication more complex 

than terrestrial systems. To address these challenges, the development and 

deployment of experimental testbeds are essential. 

 

Experimental testbeds provide a controlled environment where new NTN 

technologies, protocols, and systems can be tested, validated, and optimized. They 

enable researchers and developers to simulate real-world conditions, evaluate 

performance under various scenarios, and identify potential issues before full-scale 

deployment. Such testbeds are crucial for ensuring that NTN solutions can meet the 

rigorous demands of future communication networks, including high throughput, 

reliability, scalability, and energy efficiency. 

 

In this paper, we examine the current state of experimental testbeds for NTN 

research and development. We will explore the existing platforms, their capabilities, 

and their limitations, followed by an analysis of key design considerations, including 

hardware, software, and performance metrics. Additionally, we will highlight 

several use cases where experimental NTN testbeds have been applied, such as 

integrating NTNs with terrestrial 5G/6G networks, disaster recovery efforts, and 

providing connectivity to remote regions. Finally, we will discuss the challenges that 

remain in testbed development and propose future directions for advancing these 

critical research platforms. 

 

By exploring the role of experimental testbeds in NTN development, this paper aims 

to underscore their importance in shaping the future of global communication 

systems. 

 

 

Importance of Experimental Testbeds in NTN Research 

Experimental testbeds play a critical role in the research and development of Non-

Terrestrial Networks (NTNs), providing a necessary bridge between theoretical 

models and real-world applications. As NTNs become integral to global 

communication infrastructures, particularly with the advent of 5G and the future 6G 

networks, experimental testbeds offer researchers and engineers a controlled 

environment to evaluate, optimize, and validate technologies before they are 

deployed on a larger scale. The importance of these testbeds in NTN research can be 

understood through several key aspects: 

 



1. Validation of Theoretical Models 

NTNs involve complex communication dynamics due to factors such as long 

propagation delays, signal attenuation, Doppler shifts from fast-moving satellites, 

and dynamic topology changes. While theoretical models and simulations are 

invaluable for understanding these dynamics, they often rely on simplifying 

assumptions. Experimental testbeds allow researchers to test these models in more 

realistic environments, revealing potential discrepancies between theory and 

practice. This validation process is essential to ensure that proposed solutions 

perform reliably in real-world NTN deployments. 

 

2. Testing of New Protocols and Technologies 

The development of NTNs requires novel communication protocols, network 

architectures, and hardware solutions. Testbeds enable the practical evaluation of 

these innovations under controlled, yet realistic, conditions. For example, new 

protocols for handover management between satellites or between terrestrial and 

non-terrestrial components can be tested and refined on testbeds before being 

applied in the field. This reduces the risk of costly failures during actual deployment 

and allows for rapid iteration and improvement of emerging technologies. 

 

3. Realistic Environment Simulation 

NTNs must operate in harsh and dynamic environments, including the extreme 

conditions of space or the stratosphere, where weather and atmospheric conditions 

impact signal propagation. Experimental testbeds are designed to simulate these 

conditions, allowing researchers to assess how NTNs perform in varying 

environments, such as different weather conditions, orbital paths, or altitudes. This 

level of environmental realism is crucial for understanding how NTNs will behave 

in diverse, unpredictable, and often challenging operational settings. 

 

4. Evaluation of Performance Metrics 

Key performance metrics, such as latency, throughput, energy efficiency, and 

reliability, are central to the success of NTN systems. Testbeds provide an 

environment where these metrics can be carefully measured under different 

scenarios. For instance, latency and packet loss can be evaluated when NTNs are 

integrated with terrestrial networks, providing critical insights into how to minimize 

delays and improve data transmission efficiency. Similarly, testbeds enable the 

testing of power consumption and energy efficiency in space-based systems, where 

optimizing resource use is essential. 

 

5. Scalability and Interoperability Testing 



One of the significant challenges in NTN development is ensuring that systems can 

scale and interoperate with existing terrestrial networks. Experimental testbeds 

provide an ideal platform to simulate large-scale NTN deployments, including the 

use of hundreds or even thousands of LEO satellites. Researchers can use testbeds 

to analyze how NTNs interact with terrestrial 5G networks, test handover procedures 

between satellites, and assess whether large-scale network management protocols 

can handle the complexity of non-terrestrial and terrestrial system integration. 

 

6. Cost-Effective Experimentation 

Building, launching, and maintaining actual satellite constellations or high-altitude 

platforms for experimentation is extremely costly and time-consuming. Testbeds 

offer a more cost-effective and accessible solution, allowing researchers to 

experiment and refine technologies without the need for full-scale deployments. 

Through hardware-in-the-loop simulations, software-defined networking (SDN), 

and digital twin environments, testbeds allow for repeatable and controlled 

experimentation at a fraction of the cost of real-world trials. 

 

7. Acceleration of Innovation and Standardization 

Experimental testbeds not only support individual research projects but also 

facilitate collaboration across academia, industry, and government bodies. By 

providing shared testing environments, they encourage faster innovation cycles and 

help drive the standardization of NTN technologies. This is particularly important 

for achieving global interoperability, where technologies developed by different 

companies or countries must adhere to common standards. Testbeds can be used to 

test compliance with emerging standards, thus contributing to the harmonization of 

NTN systems worldwide. 

 

8. Support for Emerging Use Cases 

As NTNs are poised to serve a range of use cases, including disaster recovery, rural 

connectivity, Internet of Things (IoT) applications, and global internet coverage, 

testbeds allow for the experimentation and fine-tuning of these specific applications. 

For example, the use of NTNs for disaster recovery requires testing under conditions 

that mimic communication disruptions and large-scale mobility, which can be 

difficult to replicate in purely theoretical models. Testbeds provide the flexibility to 

simulate these use cases and ensure that NTN solutions are fit for purpose in real-

world scenarios. 

 

Conclusion 

In summary, experimental testbeds are indispensable for advancing research and 

development in Non-Terrestrial Networks. They provide a vital platform for testing 



theoretical models, evaluating new technologies, simulating real-world conditions, 

and validating performance metrics. By enabling cost-effective and scalable 

experimentation, testbeds accelerate innovation, contribute to standardization 

efforts, and ensure that NTN technologies can meet the demands of next-generation 

communication networks. As the role of NTNs continues to expand, experimental 

testbeds will remain central to their successful deployment and integration with 

terrestrial systems. 

 

 

 

Current State of NTN Testbeds 

The landscape of experimental testbeds for Non-Terrestrial Networks (NTNs) is 

rapidly evolving, driven by advancements in satellite technology, UAVs, and HAPS. 

These testbeds serve as critical platforms for researchers and industry professionals 

to validate and optimize NTN technologies, protocols, and applications. This section 

explores the current state of NTN testbeds, highlighting existing platforms, their 

capabilities, and the challenges they face. 

 

1. Overview of Existing NTN Testbeds 

Various experimental testbeds are currently operational worldwide, catering to 

different aspects of NTN research: 

 

Satellite-Based Testbeds: 

These platforms leverage existing satellite constellations or dedicated experimental 

satellites to facilitate research. For example, platforms like NASA's TDRS (Tracking 

and Data Relay Satellite System) and the European Space Agency’s KLEO (Kleos 

Space) provide services for communication and data relay, enabling experiments on 

satellite communication protocols and interactions with ground systems. 

 

UAV Testbeds: 

Unmanned Aerial Vehicles are increasingly being used in NTN research due to their 

flexibility and lower cost of deployment. Testbeds like the UAV-Based 

Communications Testbed at institutions like MIT or the Aerial Telecommunications 

Experimentation Platform (ATEP) allow researchers to test various communication 

protocols and algorithms in real-time conditions, simulating scenarios like disaster 

recovery or rural connectivity. 

 

HAPS Testbeds: 

High-Altitude Platforms, such as Google's Project Loon (now discontinued) and 

other ongoing HAPS projects, offer platforms for experimenting with balloon or 



drone-based communications. These platforms can simulate satellite-like coverage 

while operating at lower altitudes, enabling research on latency, signal propagation, 

and network integration. 

 

Integrated Terrestrial-NTN Testbeds: 

Some research initiatives focus on the integration of terrestrial and non-terrestrial 

systems. Projects like the C-RAN (Cloud Radio Access Network) testbed and 

OpenAirInterface facilitate experimentation on how NTNs can seamlessly integrate 

with 5G networks, allowing researchers to evaluate performance metrics and 

interoperability. 

 

2. Capabilities of NTN Testbeds 

The current NTN testbeds offer a variety of capabilities that make them valuable for 

research and development: 

 

Real-Time Data Collection: 

Many testbeds provide the ability to collect real-time data on communication 

performance, including latency, throughput, and reliability. This data is crucial for 

refining models and algorithms. 

 

Simulation of Diverse Scenarios: 

Testbeds can simulate various operational scenarios, including mobility, handover 

processes, and varying environmental conditions. This allows for comprehensive 

testing of protocols under realistic circumstances. 

 

Interoperability Testing: 

Current testbeds are increasingly designed to facilitate interoperability testing 

between NTN and terrestrial networks. This is essential for ensuring that new 

technologies can work seamlessly in mixed environments. 

 

Adaptability and Scalability: 

Many testbeds are built with modular architectures that allow for easy adaptation to 

new technologies or protocols. This scalability is vital for keeping pace with rapid 

advancements in NTN technologies. 

 

3. Limitations of Current Testbeds 

Despite their advantages, several limitations exist in the current state of NTN 

testbeds: 

 

Cost and Accessibility: 



Building and maintaining NTN testbeds, particularly those involving satellites or 

HAPS, can be prohibitively expensive. This limits access for many researchers, 

especially in developing regions. 

 

Complexity of Realistic Simulation: 

While many testbeds can simulate certain conditions, replicating the full range of 

real-world variables—such as varying weather conditions, orbital mechanics, and 

interference from other signals—remains challenging. 

 

Limited Scale: 

Most existing testbeds are small-scale, making it difficult to evaluate how systems 

will perform under large-scale deployments typical of commercial NTN systems. 

 

Data Privacy and Security: 

Experimental platforms must often navigate regulatory and security challenges, 

particularly when dealing with sensitive data or systems that operate in crowded 

spectrum environments. 

 

4. Collaborative Efforts and Initiatives 

Several collaborative efforts are underway to enhance the capabilities and 

accessibility of NTN testbeds: 

 

Public-Private Partnerships: 

Initiatives that bring together governmental agencies, research institutions, and 

private companies are increasingly common. These collaborations help pool 

resources, expertise, and funding to develop more comprehensive testbeds. 

 

Open-Source Platforms: 

Projects like OpenAirInterface encourage open collaboration and provide 

frameworks for researchers to experiment with NTN technologies without the need 

for proprietary systems. 

 

International Collaborations: 

Global research partnerships, such as those facilitated by organizations like the 

International Telecommunication Union (ITU) and World Meteorological 

Organization (WMO), aim to standardize NTN technologies and promote shared 

testbed access. 

 

Conclusion 



The current state of NTN testbeds reflects a vibrant and rapidly evolving field, with 

diverse platforms and significant capabilities for research and development. While 

challenges persist in terms of cost, complexity, and scalability, collaborative efforts 

and innovative approaches are paving the way for more advanced and accessible 

testbeds. As the demand for effective NTN solutions grows, these experimental 

platforms will be instrumental in driving forward the research, validation, and 

optimization of non-terrestrial communication technologies. 

 

 

 

Design Considerations for Effective NTN Testbeds 

Designing effective Non-Terrestrial Network (NTN) testbeds requires careful 

planning and engineering to ensure that they can replicate real-world conditions and 

meet the specific research objectives. NTNs introduce complexities such as high 

mobility, long propagation delays, and varying atmospheric conditions, all of which 

must be addressed in the testbed design. Below are the key design considerations 

that guide the development of robust and scalable NTN testbeds. 

 

1. Hardware Infrastructure 

The hardware infrastructure forms the backbone of any NTN testbed. To simulate 

realistic NTN environments, testbeds require specialized hardware components, 

which can vary depending on the type of network (satellite, UAV, or HAPS). 

 

Satellite Communication Systems: 

NTN testbeds must include hardware capable of simulating or integrating with real 

satellite systems, such as ground terminals, satellite transceivers, antennas, and 

modems. For LEO, MEO, and GEO satellites, specific equipment that accounts for 

signal propagation delays, Doppler shifts, and orbital characteristics is essential. 

 

UAV and HAPS Platforms: 

For UAV- and HAPS-based NTNs, the testbed should include platforms capable of 

controlling and monitoring aerial vehicles. This includes equipment to simulate 

varying altitudes, mobility patterns, and communication links between airborne 

platforms and ground stations. Hardware to measure environmental factors such as 

wind, temperature, and humidity may also be necessary for simulating the 

stratospheric conditions faced by HAPS. 

 

Ground Segment Infrastructure: 

Ground stations, including base stations, relay stations, and sensors, are critical for 

linking terrestrial networks with NTNs. These ground stations must support high-



frequency bands such as Ka, Ku, or V bands, which are often used in NTN 

communications. Additionally, ground infrastructure should be capable of handling 

handover management between satellites and terrestrial components. 

 

2. Software and Network Virtualization 

Software design plays an equally critical role in NTN testbed effectiveness, enabling 

the simulation, management, and optimization of complex network topologies and 

communication protocols. 

 

Software-Defined Radios (SDRs): 

SDRs provide flexibility in adjusting communication protocols, frequencies, and 

waveforms dynamically, without requiring hardware changes. They are essential for 

NTN testbeds as they allow experimentation with different communication 

standards, modulation schemes, and frequency bands across satellite, UAV, and 

HAPS networks. 

 

Network Virtualization: 

NTN testbeds should incorporate network function virtualization (NFV) and 

software-defined networking (SDN) to create programmable and adaptable test 

environments. These tools enable researchers to experiment with different network 

configurations, traffic patterns, and handover scenarios without needing to 

reconfigure physical hardware. Virtualization also allows multiple researchers to 

share the same physical testbed resources for concurrent testing. 

 

Digital Twins: 

A digital twin—a virtual replica of the physical NTN environment—enables 

simulations that mirror real-world conditions in a controlled and cost-effective 

manner. By integrating real-time data from satellite or aerial platforms, digital twins 

can emulate network dynamics, allowing researchers to predict network behavior, 

optimize configurations, and test novel protocols in a virtual environment. 

 

3. Scalability and Flexibility 

As NTNs are expected to scale up, particularly with the proliferation of LEO satellite 

constellations, scalability and flexibility in testbed design are crucial. 

 

Support for Large-Scale Networks: 

An effective NTN testbed must be capable of simulating or interfacing with large-

scale networks involving hundreds or even thousands of satellites. For instance, in 

LEO satellite networks, which operate in highly dynamic environments with 



frequent handovers, the testbed must be able to handle the constant reconfiguration 

of network topologies and link budgets. 

 

Modular Design: 

Modular architectures enable testbeds to adapt to new technological developments 

or research requirements. This flexibility is important as NTN technologies continue 

to evolve rapidly. The modularity allows components like SDRs, antennas, and 

ground stations to be swapped out or upgraded without requiring a complete redesign 

of the testbed infrastructure. 

 

4. Performance Metrics and Monitoring Systems 

To evaluate the performance of NTN technologies, the testbed must be equipped 

with robust monitoring and analytics systems capable of measuring key performance 

indicators (KPIs). 

 

Latency, Throughput, and Reliability: 

NTN testbeds should be able to measure critical performance metrics such as latency 

(including propagation delay), throughput, packet loss, and reliability under different 

network configurations. Given the nature of NTNs, testbeds must also account for 

the effects of mobility, handovers, and atmospheric conditions on these metrics. 

 

Energy Efficiency: 

For satellite and HAPS systems, energy efficiency is a major concern, as these 

systems have limited power supply. Testbeds should provide mechanisms to 

measure power consumption across different components and optimize the network 

to reduce energy usage, particularly in power-sensitive environments like space. 

 

Mobility and Handover Efficiency: 

Testbeds must be able to simulate the high mobility of NTNs, especially in LEO 

satellite constellations and UAVs. Accurate modeling of handovers between 

different satellites or between satellites and terrestrial networks is essential for 

testing the efficiency of protocols that support seamless connectivity during mobility 

events. 

 

5. Realistic Environmental Simulation 

NTNs operate in unique environments that introduce challenges not faced by 

terrestrial networks, and testbeds must replicate these conditions to provide accurate 

results. 

 

Propagation Delays and Doppler Shift: 



LEO and MEO satellites, moving at high velocities relative to the Earth's surface, 

introduce significant Doppler shifts and propagation delays. Testbeds should include 

mechanisms to replicate these phenomena, ensuring that communication systems 

and protocols can be tested under realistic conditions. 

 

Atmospheric Conditions: 

NTNs, particularly those utilizing HAPS and UAVs, must deal with varying 

atmospheric conditions such as temperature, wind, humidity, and pressure. A 

comprehensive testbed should include environmental simulation tools that model 

these factors, enabling researchers to assess how they affect communication 

performance. 

 

Interference and Spectrum Congestion: 

NTNs share spectrum with terrestrial systems and other space-based networks, 

leading to potential interference. Effective testbeds must simulate spectrum 

congestion and interference scenarios, allowing researchers to test strategies for 

mitigating interference and optimizing spectrum usage. 

 

6. Interoperability with Terrestrial Networks 

NTNs are often designed to complement terrestrial networks, creating a hybrid 

architecture. An effective testbed must simulate both terrestrial and non-terrestrial 

components to study their interoperability. 

 

Seamless Handover Protocols: 

Testbeds must allow for the testing of handover protocols that enable seamless 

transitions between NTNs and terrestrial networks. For example, a user device 

should be able to switch from a terrestrial 5G network to a satellite link without 

experiencing service disruption. 

 

Backhaul and Fronthaul Integration: 

The testbed must enable experimentation with backhaul and fronthaul integration, 

where NTN components provide extended coverage and support for terrestrial 

cellular networks. This is particularly important for understanding how NTNs can 

enhance rural connectivity and disaster recovery operations. 

 

7. Cost-Effective Design 

While comprehensive testbeds are essential for developing NTNs, cost 

considerations are also critical. 

 

Simulation and Emulation: 



A combination of hardware-in-the-loop (HIL) testing, software-based simulations, 

and emulation allows researchers to experiment with NTN technologies at a lower 

cost compared to full-scale deployments. This hybrid approach strikes a balance 

between cost and accuracy, offering a more practical alternative for academic and 

commercial researchers. 

 

Shared Resources: 

Collaborative testbeds, which can be shared by multiple institutions, reduce the cost 

burden on individual organizations. Shared NTN testbeds foster collaboration 

between academia, industry, and government bodies, encouraging more innovation 

and reducing duplication of resources. 

 

Conclusion 

Designing effective NTN testbeds requires a balance of hardware infrastructure, 

software flexibility, and realistic environmental simulation. Key considerations 

include ensuring scalability, accurate performance monitoring, and cost-effective 

experimentation. The integration of SDN, SDRs, and digital twins further enhances 

the flexibility and adaptability of testbeds. As NTNs become increasingly critical for 

global connectivity, well-designed experimental testbeds will play a vital role in 

validating new technologies and ensuring successful deployment. 

 

 

Metrics and Evaluation Criteria for NTN Testbeds 

The effectiveness of Non-Terrestrial Network (NTN) testbeds hinges on their ability 

to provide accurate, comprehensive, and repeatable measurements of key 

performance metrics. These metrics and evaluation criteria are critical for assessing 

the performance, reliability, and scalability of NTN technologies before they are 

deployed in real-world applications. In this section, we discuss the essential metrics 

and evaluation criteria that guide the design, development, and optimization of NTN 

testbeds. 

 

1. Latency 

Latency is a critical metric for NTN testbeds, as non-terrestrial systems like 

satellites, HAPS, and UAVs experience propagation delays that are more significant 

than terrestrial systems. 

 

Propagation Delay: 

The time it takes for a signal to travel from a ground station to a satellite (or other 

NTN platform) and back is a key latency component. LEO satellites, for instance, 

typically have lower propagation delays (30-50 ms) compared to GEO satellites, 



where delays can exceed 500 ms. Testbeds must be able to accurately measure and 

simulate this delay for various orbital altitudes and aerial platforms. 

 

Round-Trip Time (RTT): 

The RTT, which includes the time taken for a signal to go to a satellite and back to 

the ground, is crucial for applications like voice and video communication, where 

low latency is essential for quality. RTT measurement in testbeds helps evaluate the 

feasibility of NTN systems for such time-sensitive applications. 

 

2. Throughput and Data Rate 

The capacity of NTN systems to handle high volumes of data is essential, 

particularly for use cases like broadband internet from satellites, IoT deployments, 

or high-definition video streaming. 

 

Data Rate: 

The maximum data rate that can be achieved on a link between NTN platforms (e.g., 

satellites, UAVs) and ground stations. Testbeds should evaluate both uplink and 

downlink rates, especially under varying conditions like user mobility or 

environmental interference. 

 

Goodput: 

While throughput measures raw data transfer, goodput evaluates the amount of 

useful, application-layer data received. NTN testbeds should assess goodput to 

determine the efficiency of communication protocols, particularly under high 

congestion or packet loss conditions. 

 

3. Packet Loss 

Packet loss directly impacts communication quality and reliability, especially in 

NTN environments where intermittent connectivity, environmental interference, and 

signal degradation are common. 

 

Loss Rate: 

Testbeds must track the rate at which packets are lost during transmission between 

NTNs and terrestrial nodes. High packet loss could indicate the need for enhanced 

error correction protocols or improved modulation techniques. Testbeds should 

simulate various weather conditions, including rain and atmospheric disruptions, to 

evaluate how these factors impact packet loss. 

 

Retransmission Rate: 



The rate of packet retransmission due to loss or corruption is another important 

metric. High retransmission rates may indicate the need for more robust protocols to 

ensure efficient data delivery, particularly in low-SNR (Signal-to-Noise Ratio) 

conditions. 

 

4. Energy Efficiency 

Energy efficiency is crucial for satellite-based NTNs and HAPS, where power is 

often limited and must be conserved. 

 

Power Consumption: 

The total power consumed by NTN platforms (satellites, UAVs, or HAPS) during 

operation, especially during active communication sessions, is an essential metric 

for evaluating the viability of systems in low-energy environments. Testbeds should 

measure the energy consumption per transmission session and across various 

communication scenarios (idle, active transmission, mobility). 

 

Energy Per Bit: 

The amount of energy consumed per bit of data transmitted can be measured to 

assess the overall energy efficiency of the system. This is particularly important in 

satellite communications, where optimizing energy use is critical for maintaining 

long-term operation in space. 

 

5. Mobility and Handover Performance 

In NTN systems, particularly those involving LEO satellites or UAVs, high mobility 

and frequent handovers are common due to the movement of platforms. Testbeds 

must simulate and evaluate how well networks handle mobility and handovers. 

 

Handover Latency: 

The time it takes for a connection to switch from one satellite or aerial platform to 

another (or from an NTN to a terrestrial network) is critical for maintaining 

uninterrupted communication. Testbeds should track handover latency under various 

mobility scenarios to evaluate the seamlessness of handover mechanisms. 

 

Handover Success Rate: 

The success rate of handovers, particularly in high-mobility environments, is another 

key metric. Failed handovers lead to dropped connections and degraded user 

experience. Testbeds should simulate high-speed mobility (e.g., user devices on 

planes or trains) to test the resilience of handover protocols. 

 

6. Reliability and Availability 



Reliability and availability are important metrics that reflect the dependability of 

NTN systems in maintaining connections and delivering services, particularly in 

challenging environments like remote areas or during adverse weather conditions. 

 

Service Availability: 

The percentage of time that the NTN system is operational and capable of delivering 

services. Testbeds should monitor availability across different operational 

conditions, including system failures, weather-induced disruptions, or satellite link 

loss due to orbital changes. 

 

Mean Time Between Failures (MTBF): 

MTBF is a key reliability metric, indicating the average time between system 

failures in the NTN infrastructure. Testbeds can simulate extreme conditions such 

as high radiation, hardware wear-out, or atmospheric disruptions to stress-test the 

durability of NTN systems. 

 

7. Spectral Efficiency 

Given the limited availability of spectrum resources, spectral efficiency is a critical 

metric for evaluating how well NTN systems use the available bandwidth. 

 

Bits Per Hertz (bps/Hz): 

Spectral efficiency measures how much data can be transmitted over a given amount 

of spectrum. Testbeds must evaluate the spectral efficiency of NTN communication 

links to ensure that data transmission is optimized without causing excessive 

interference to other systems sharing the spectrum. 

 

Frequency Reuse and Interference Management: 

Effective spectrum sharing and reuse strategies are important for reducing 

interference, particularly in congested orbital regions where multiple satellites share 

the same frequency bands. Testbeds should evaluate the performance of interference 

management techniques and frequency reuse patterns under different load and 

congestion scenarios. 

 

8. Security and Privacy 

Given the open nature of space communication, NTNs are vulnerable to 

eavesdropping, jamming, and other security threats. Security and privacy metrics are 

critical for ensuring the integrity and confidentiality of data. 

 

Encryption Overhead: 



Testbeds must evaluate the impact of encryption on NTN performance, particularly 

in terms of latency and throughput. High encryption overhead can reduce data 

transmission efficiency, particularly in bandwidth-constrained environments like 

LEO satellite networks. 

 

Attack Resilience: 

The ability of NTN systems to withstand various security threats, such as jamming 

or denial-of-service (DoS) attacks, is crucial. Testbeds should simulate different 

attack scenarios to evaluate the resilience of NTN security protocols and identify 

potential vulnerabilities. 

 

9. Cost and Scalability 

Cost-effectiveness and scalability are vital for determining the feasibility of NTN 

systems for large-scale deployments. 

 

Operational Cost Per Bit: 

The cost associated with transmitting a single bit of data is a key metric for 

evaluating the cost efficiency of NTN systems. This includes both direct costs 

(power, bandwidth) and indirect costs (maintenance, satellite replacement). 

 

Scalability: 

Testbeds must assess the scalability of NTN systems in terms of their ability to 

support increasing numbers of users, devices, and satellites. Metrics such as the 

system’s performance under high load, congestion, and traffic conditions are 

essential for understanding how well NTNs can scale for commercial and public 

applications. 

 

10. Quality of Service (QoS) and Quality of Experience (QoE) 

NTN systems must ensure that they can meet the QoS requirements of applications 

like video streaming, voice communication, and real-time data exchange. 

 

QoS Parameters: 

Testbeds should measure end-to-end delay, jitter, packet loss, and other QoS metrics 

to ensure that NTN systems can support real-time and delay-sensitive applications. 

 

User Experience (QoE): 

QoE focuses on the perceived quality of service from the end user’s perspective, 

such as video quality, voice clarity, and web browsing speed. Testbeds must simulate 

user-centric scenarios to evaluate the subjective performance of NTN networks. 

 



Conclusion 

Effective NTN testbeds must evaluate a broad range of performance metrics and 

evaluation criteria, from latency and throughput to reliability and scalability. By 

tracking these metrics, researchers can optimize NTN systems for real-world 

deployment, ensuring that they meet the demanding requirements of future 

communication systems. Additionally, security, cost-efficiency, and scalability must 

be assessed to ensure that NTN technologies are not only technically viable but also 

economically sustainable for widespread adoption. 

 

 

 

Use Cases of NTN Experimental Testbeds 

Non-Terrestrial Networks (NTNs) represent a key component in extending the reach 

of telecommunications, providing connectivity in areas where terrestrial networks 

are inadequate or infeasible. NTN experimental testbeds serve as critical platforms 

for validating, optimizing, and demonstrating new technologies, protocols, and 

architectures for non-terrestrial communication systems, including satellites, UAVs 

(Unmanned Aerial Vehicles), and HAPS (High-Altitude Platform Systems). This 

section outlines key use cases of NTN experimental testbeds, showcasing their 

applications across various sectors and research domains. 

 

1. Satellite-Based Internet and Global Connectivity 

One of the most significant use cases for NTN testbeds is the development and 

optimization of satellite-based internet services. With the rise of Low Earth Orbit 

(LEO) satellite constellations, like SpaceX's Starlink and OneWeb, the demand for 

high-performance satellite internet is growing rapidly. 

 

Performance Optimization: 

Testbeds are used to evaluate the performance of satellite communication protocols 

under varying orbital configurations, propagation delays, and interference 

conditions. Researchers can assess factors such as latency, throughput, and 

reliability to optimize satellite internet services for both urban and remote regions. 

 

Coverage and Scalability Testing: 

Testbeds help simulate the scalability of satellite systems, evaluating how large 

constellations can manage growing numbers of users while maintaining high-quality 

connectivity. This is essential for ensuring satellite internet services can scale to 

meet global demand. 

 

QoS for Real-Time Applications: 



Experimental testbeds assess how well satellite systems support real-time 

applications, such as video conferencing, VoIP, and gaming. Performance metrics 

like latency and jitter are measured to ensure these services can operate with 

acceptable Quality of Service (QoS) levels, even in non-terrestrial environments. 

 

2. Disaster Recovery and Emergency Communications 

In natural disasters or large-scale emergencies, terrestrial networks are often 

disrupted or overloaded. NTN testbeds enable the development of resilient 

communication systems that can provide emergency connectivity during such 

situations. 

 

Rapid Deployment of Communication Networks: 

Testbeds facilitate the testing of deployable satellite or UAV-based communication 

systems that can be quickly set up to provide temporary communication 

infrastructure in disaster-stricken areas. These systems are critical for coordinating 

rescue operations and restoring essential communication services. 

 

Testing of Disaster-Resilient Protocols: 

NTN testbeds allow for the simulation of extreme environmental conditions, such as 

storms or seismic activity, to evaluate the resilience of communication systems. 

Researchers can test how well satellite or aerial networks handle disruptions, packet 

loss, and rerouting in disaster scenarios. 

 

First-Responder Communication: 

Testbeds can simulate emergency communication channels for first responders, 

ensuring that secure and reliable networks can be deployed to coordinate efforts 

between different emergency services. This includes testing of handover protocols, 

security measures, and interoperability between satellite, UAV, and terrestrial 

networks. 

 

3. Rural and Remote Connectivity 

Many remote areas, including islands, mountainous regions, and sparsely populated 

rural areas, lack access to high-speed internet. NTN testbeds are used to design and 

validate communication systems that can bridge this connectivity gap. 

 

Broadband for Remote Communities: 

NTN testbeds simulate how satellite constellations and HAPS can provide 

broadband connectivity to rural and isolated regions. By testing different 

configurations, researchers can optimize coverage, signal strength, and throughput 

to ensure that these areas receive reliable internet services. 



 

Hybrid Networks: 

Testbeds facilitate research on hybrid networks, where satellite or aerial platforms 

complement terrestrial infrastructure to provide coverage in underserved areas. This 

involves testing the seamless handover between terrestrial and NTN components to 

maintain continuous connectivity. 

 

Affordable Connectivity Solutions: 

Testbeds enable the development of cost-effective NTN solutions that are affordable 

for rural populations. Researchers can evaluate different technology stacks and 

pricing models to ensure that rural connectivity solutions are financially viable while 

delivering adequate performance. 

 

4. 5G/6G Integration with NTN 

Next-generation networks like 5G and 6G are expected to incorporate NTNs to 

achieve truly global coverage and meet the increasing demand for high-speed data 

transmission. NTN testbeds play a vital role in exploring the integration of NTNs 

with terrestrial 5G/6G networks. 

 

Seamless Handover Between Terrestrial and Non-Terrestrial Networks: 

Testbeds evaluate handover mechanisms that allow mobile users to seamlessly 

transition between terrestrial 5G networks and non-terrestrial components (satellites, 

UAVs, HAPS). This is particularly important for ensuring continuous connectivity 

in regions where terrestrial 5G coverage is limited. 

 

Testing of 5G New Radio (NR) for NTN: 

Researchers use NTN testbeds to validate 5G NR-based communication over 

satellites and other non-terrestrial platforms. This involves testing the compatibility 

of 5G NR protocols with NTN characteristics, such as long propagation delays and 

high mobility. 

 

Network Slicing and QoS Management: 

Testbeds enable the testing of network slicing for NTNs, where different types of 

traffic (e.g., IoT, broadband, emergency communication) are assigned distinct 

virtual network slices with different QoS requirements. Researchers can evaluate 

how well NTNs support this feature in 5G and 6G environments. 

 

5. Internet of Things (IoT) via NTNs 



NTNs provide a crucial platform for extending IoT applications beyond the reach of 

terrestrial networks, particularly in industries like agriculture, shipping, and 

environmental monitoring. 

 

Global IoT Connectivity: 

Testbeds help develop satellite-based IoT systems that can provide continuous 

connectivity for IoT devices across the globe, particularly in regions with limited 

terrestrial infrastructure. This includes testing how well NTN systems handle the 

unique traffic patterns of IoT devices, which often involve small, periodic data 

transmissions. 

 

Low-Power IoT Networks: 

NTN testbeds facilitate the optimization of IoT networks to minimize power 

consumption, especially for remote sensing devices deployed in harsh environments 

like oceans or forests. Researchers can evaluate the energy efficiency of various 

communication protocols and devices under real-world conditions. 

 

Edge Computing for IoT in NTNs: 

Experimental testbeds explore the integration of edge computing in NTN 

environments, where IoT data is processed closer to its source to reduce latency and 

bandwidth usage. Testbeds can simulate scenarios where edge nodes are deployed 

on satellites or HAPS, testing how effectively data can be processed locally before 

being relayed to ground stations. 

 

6. Autonomous Vehicles and Drones 

NTN testbeds are crucial for developing communication systems that support 

autonomous vehicles (including cars, ships, and aircraft) and drones, particularly for 

long-range or remote operations. 

 

UAV Communication and Control: 

Testbeds enable the testing of communication links between UAVs and ground 

stations or satellites. Researchers can evaluate how well different communication 

protocols support the real-time control of drones, particularly in scenarios where 

UAVs are flying beyond the line of sight or in remote areas without terrestrial 

coverage. 

 

V2X (Vehicle-to-Everything) Communication: 

Experimental testbeds support the development of V2X communication systems that 

enable autonomous vehicles to communicate with each other and with infrastructure 



over NTN platforms. This includes testing how well NTNs handle high-mobility 

environments and real-time decision-making for autonomous driving applications. 

 

Safety and Navigation Systems: 

NTN testbeds can simulate scenarios where NTNs provide backup communication 

links for the navigation systems of autonomous ships or aircraft, ensuring that they 

can operate safely even in regions where terrestrial signals are weak or absent. 

 

7. Space Exploration and Scientific Missions 

Beyond Earth, NTNs will play a critical role in enabling communication between 

space missions, including spacecraft, rovers, and lunar or Martian outposts. Testbeds 

provide a platform for simulating and validating space-based NTN communication 

systems. 

 

Deep Space Communication: 

Testbeds enable the simulation of deep space communication systems, where 

extreme distances introduce significant latency and signal degradation. Researchers 

can evaluate protocols that mitigate the challenges of long propagation delays and 

low signal-to-noise ratios in space exploration missions. 

 

Inter-Satellite Communication: 

Testbeds are used to develop and test protocols for inter-satellite communication, 

where satellites relay data between each other and down to Earth. This is critical for 

building networks of satellites that can support future space missions and scientific 

research in orbit. 

 

Lunar and Martian Networks: 

NTN testbeds facilitate the development of communication networks for 

extraterrestrial missions, such as the deployment of communication relays on the 

Moon or Mars. This involves testing the reliability, latency, and scalability of NTN 

systems that must operate in harsh and distant environments. 

 

Conclusion 

NTN experimental testbeds play a pivotal role in the research and development of 

communication systems across a wide range of use cases, from satellite internet and 

IoT to autonomous vehicles and space exploration. By providing a controlled 

environment for testing and validating NTN technologies, these testbeds ensure that 

non-terrestrial networks are ready to meet the challenges of real-world deployment 

and support critical applications globally. 

 



 

 

Conclusion 

Experimental testbeds are essential for the advancement of Non-Terrestrial 

Networks (NTNs), providing researchers and developers with a practical platform to 

evaluate and optimize technologies before large-scale deployment. These testbeds 

enable comprehensive testing across a range of use cases, from satellite-based 

internet and emergency communications to IoT systems and autonomous vehicles. 

By simulating the unique challenges posed by NTNs, including latency, mobility, 

signal degradation, and energy efficiency, testbeds help ensure that NTN solutions 

are robust, scalable, and efficient for real-world applications. 

 

As NTNs become increasingly integrated with terrestrial networks, particularly in 

the context of 5G and 6G, the role of testbeds in exploring seamless handovers, 

hybrid architectures, and new communication protocols will grow even more 

critical. They facilitate the development of reliable, resilient, and cost-effective 

solutions for global connectivity, disaster recovery, and remote area coverage, while 

also supporting cutting-edge research in space exploration and autonomous systems. 

 

In conclusion, NTN experimental testbeds serve as a cornerstone of research and 

development in the rapidly evolving field of non-terrestrial communication. They 

enable the validation of innovative technologies, ensure high performance, and drive 

the realization of global, uninterrupted connectivity that transcends traditional 

terrestrial limitations. By fostering collaboration between academia, industry, and 

government, these testbeds accelerate the path to commercialization and unlock the 

full potential of NTNs in diverse sectors. 
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