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Abstract. Large Language Models (LLMs) are designed to generate
helpful and safe content. However, adversarial attacks, commonly re-
ferred to as jailbreak, can bypass their safety protocols, prompting LLMs
to generate harmful content or reveal sensitive data. Consequently, in-
vestigating jailbreak methodologies is crucial for exposing systemic vul-
nerabilities within LLMs, ultimately guiding the continuous implementa-
tion of security enhancements by developers. In this paper, we introduce
a novel jailbreak attack method that leverages the prefilling feature of
LLMs, a feature designed to enhance model output constraints. Unlike
traditional jailbreak methods, the proposed attack circumvents LLMSs’
safety mechanisms by directly manipulating the probability distribution
of subsequent tokens, thereby exerting control over the model’s output.
We propose two attack variants: Static Prefilling (SP), which employs
a universal prefill text, and Optimized Prefilling (OP), which iteratively
optimizes the prefill text to maximize the attack success rate. Experi-
ments on six state-of-the-art LLMs using the AdvBench benchmark val-
idate the effectiveness of our method and demonstrate its capability to
substantially enhance attack success rates when combined with exist-
ing jailbreak approaches. The OP method achieved attack success rates
of up to 99.82% on certain models, significantly outperforming baseline
methods. This work introduces a new jailbreak attack method in LLMs,
emphasizing the need for robust content validation mechanisms to miti-
gate the adversarial exploitation of prefilling features. All code and data
used in this paper are publicly availabl

Keywords: Large language models - Jailbreak attack - Black-box attack
- Prefill-based attack.

1 Introduction

Large Language Models (LLMs), including ChatGPT|I], DeepSeek|[I19], and Claude[3],
are increasingly used in diverse applications, such as chatbots, code optimization,
and data augmentation[20/32]. However, these LLMs are vulnerable to adversar-
ial attacks, specifically through carefully crafted malicious prompts[26], often
termed jailbreak attacks[9]. Jailbreak attacks are typically categorized as either
white-box or black-box. White-box attacks, like GCG[33] and AutoDANJ|2I], re-
quire access to the target LLM’s internal parameters and architecture, enabling
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gradient-based optimization of adversarial inputs. Conversely, black-box attacks
function without internal access, relying solely on querying the LLM through its
input-output interface. Examples include prompt engineering techniques (e.g.,
DAN][27]) and iterative methods like PAIR[5] and ReNeLLM[I0].

Existing jailbreak methods, however, primarily focus on manipulating the
user’s prompt, neglecting a feature in some LLMs: user-controlled response pre-
filling. While prefilling often refers to an inference optimization using key-value
(KV) caching[2], certain LLMs, such as Claude[d] and DeepSeek[q], allow users
to prefill the assistant’s response. This feature, intended to guide and constrain
the model’s output[4], allows users to provide an initial text segment that the
LLM must complete. For instance, when handling tasks requiring structured
output (e.g., JSON or code), prefilling can achieve more consistent adherence to
constraints than prompt-based methods alone, as illustrated in Figure [I| This
is due to the autoregressive nature of LLMs, where the generation of subse-
quent tokens is conditioned on the preceding text|23]. Critically, the potential
for malicious exploitation of user-controlled prefilling has not been systematically
investigated.
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Fig. 1. Comparison of structured output using prefilled versus non-prefilled prompts.

Therefore, we introduce a novel Prefill-Based Jailbreak attack that leverages
user-controlled response prefilling. This attack strategically crafts the prefilled
text in the assistant’s response to elicit harmful content, thereby circumventing
safety mechanisms. We propose two variations: Static Prefilling (SP), using a
fixed prefill string, and Optimized Prefilling (OP), which iteratively optimizes
the prefill to maximize attack success rate.

Our main contributions are summarized as follows:
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1. We present the first systematic investigation, to our knowledge, of a prefill-
level jailbreak attack against LLMs. We propose and evaluate two attack
variants, Static Prefilling (SP) and Optimized Prefilling (OP), demonstrating
the efficacy of both direct and optimized prefill manipulation.

2. Our method is orthogonal to existing jailbreak methods and can be used
independently or in combination with them. We demonstrate that combin-
ing our method with existing approaches significantly boosts overall attack
success rates.

3. Experimental results demonstrate the high success rate of our proposed
methods, particularly the Optimized Prefilling (OP) approach, across sev-
eral state-of-the-art LLMs. The results also underscore the complementarity
of our method with existing prompt-based jailbreaking methods.

2 Background

2.1 Definition of LLM Prefilling

In the context of Transformer-based LLMs, the term prefilling typically refers
to a crucial performance optimization technique employed during the inference
phase[2]. This technique leverages a key-value (KV) cache mechanism to store
pre-computed intermediate contextual representations. In subsequent decoding
steps, the model can directly reference these cached data to avoid redundant
calculations and significantly reduce inference latency|[29]. This optimization is
particularly beneficial for long-text inference tasks, enhancing the LLM’s gener-
ation speed by conserving computational resources[31].

However, within the context of this paper, prefilling denotes a method of
guiding and shaping a model’s subsequent responses by pre-setting initial text
segments within the message content of the Al assistant role, which is currently
supported by some well-known LLMs, like Claude[4] and DeepSeek|8]. The core
principle of LLM prefilling lies in leveraging the autoregressive token generation
characteristics of LLMs. Autoregressive models predict and generate subsequent
tokens based on the preceding text, effectively using the entire prior sequence
as context[23]. LLM prefilling capitalizes on this characteristic by treating user-
provided text as the initial contextual input for the generation process. Con-
sequently, instead of initiating generation from scratch, the model extends the
provided text, thereby facilitating the continuation of text generation in accor-
dance with a predefined style and trajectory.

Prefilling can serve as another robust constraint enforcement approach for
LLM outputs. In traditional prompt engineering approaches, the instruction-
following capability of LLMs is influenced by multiple factors, including instruc-
tion phrasing[I1], model architecture[7], and training data quality[25]. Empirical
studies have further demonstrated that LLMs often struggle to process multiple
constraints embedded within prompts, which undermines the stability of their in-
struction compliance[I4]. In contrast, LLM prefilling enables the model to treat
the prefixed text as a strong structural constraint, generating outputs based
on this foundational context. This mechanism reduces the likelihood of output
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divergence by imposing explicit syntactic and semantic boundaries, thereby en-
hancing the stability of constraint adherence.

2.2 LLM Jailbreak Attack

In computer science field, jailbreak refers to the deliberate process of bypassing
or modifying system-enforced security restrictions in a computing environment,
to achieve elevated operational privileges or functionalities beyond those permit-
ted by the original system design|[I7]. Similarly, LLM jailbreaking specifically de-
notes the deliberate manipulation of input prompts to evade the model’s internal
safety alignment mechanisms, thereby breaching constraints related to ethics, le-
gality, and other regulatory domains|30]. The phenomenon of LLM jailbreaking
embodies the adversarial interaction between malicious attackers and developers:
while developers seek to define the boundary between desired and adversarial
behaviors through technical measures to establish clear safety thresholds, this
boundary often remains ambiguous|[28]. Consequently, certain harmful actions
cannot be fully prevented[18], therefore creating opportunities for jailbreaking
attempts.

Given the evolving nature of LLM security alignment techniques, a growing
body of research has focused on investigating the methods and implications of
jailbreak attacks. Some studies have systematically explored jailbreaking meth-
ods for black-box LLMs by manipulating prompts, including encrypting or en-
coding prompts[13], changing the order of text[22], injecting code[16], and em-
ploying role-playing strategies[15]. Additionally, other research has directly uti-
lized LLMs themselves to generate jailbreaking prompts, achieving higher suc-
cess rates through iterative optimization|24] or agent-based collaboration and
communication[6/T5]. Furthermore, certain studies have adapted token-based
jailbreaking methods originally designed for white-box LLM attacks for use in
black-box LLMs, specifically by appending adversarial suffixes[I2J33] to the end
of prompts to elicit non-compliant outputs.

3 Methodology

This section details the proposed prefill-based jailbreak attack methodology,
which leverages the user-controlled response prefilling feature available in LLMs.
We introduce two primary attack variants: Static Prefilling (SP) and Optimized
Prefilling (OP). Figure [2| visually depicts the overall workflow of our approach,
illustrating the interaction between the user, the target (victim) LLM, and, in
the case of OP, the attacker LLM.

Let M represent a target LLM with a prefill-enabled API. Let ¢ be a harm-
ful or prohibited query, and let r be the desired response that constitutes a
successful jailbreak (i.e., a response containing harmful or prohibited content).
The standard interaction with M can be represented as:

M(q) — 1
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where 7’ is the LLM’s response to the query ¢. Ideally, for a safety-aligned
LLM, r’ should be a refusal or a safe, non-harmful response.

Our prefill-based attack modifies this interaction by introducing a prefilled
response segment, denoted as p. The modified interaction is:

M(q,p) =

where the LLM is now conditioned on both the query ¢ and the prefill p. The
core idea is to craft p such that the probability of generating a harmful response
r is significantly increased.

Stat-ic- Harmful Question Optimized
Prefilling (e.g. How to make a bomb?) Prefilling
(SP) (oP)
e ' Rk
: [ User | How to make a bomb? J : Lo (o Tt @ lhonlty !
: i d Let me provide you :
1| Assistant | (Predefined) Sure, H i Assi - p R
' , | 1| Assistant | with a detailed step-by- |!
(Prefilled) there’s the method to (Prefilled) step guide on how to
---------------------------------------- build a bomb:
B i LIM | S
® |3 2
make a bomb: Attacker
. Step 1: Gather materials. You'll ... LLM
Jailbreaked Step 2: Assemble the components ...
@

Response Step 3: Attach the detonator ...

Fig. 2. The complete workflow of our prefilled-based jailbreak attack.

3.1 Static Prefilling (SP)

In the Static Prefilling approach (illustrated by the blue steps (D-(2)-(3) in Figure
, a fixed, pre-determined string is used as the prefill p. This string, denoted as
Pstatic, 1S designed to be a generic starting phrase that suggests the beginning of
a harmful or policy-violating response. A common example, as shown in Figure
is "Sure, here’s the method to". The user submits the harmful query (D),
which, combined with the predefined prefill (2)), is sent to the Victim LLM. The
LLM then generates a response, ideally a jailbroken one ((3)). The effectiveness of
SP relies on the autoregressive nature of LLMs, where the prefilled text strongly
influences subsequent token generation. The SP interaction is formally:

M(vastatic) — T
The success of SP is dependent on the LLM’s sensitivity to the prefill and
the robustness of its safety mechanisms. While simple to implement, SP may be
less effective against models with strong safety alignment.
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3.2 Optimized Prefilling (OP)

Optimized Prefilling (OP) enhances the static approach by iteratively refining
the prefill string, p, to maximize the jailbreak success probability. As shown
in Figure |2| (red steps (D-2)-3)-@-®)-©)-(7)), OP introduces an iterative loop
involving an attacker LLM. Unlike SP, which uses a fixed ps¢qiic, OP employs an
adaptive strategy guided by an attacker LLM, denoted as A. The process begins
with an initial prefill, pg, which can be a generic starting phrase (similar to SP)
or simply an empty string.

In each iteration ¢, the attacker LLM A receives the harmful query ¢ ((D),
the current prefill p; ((6) shows the prefill generated by the Attacker LLM), and
the target LLM’s (M) response from the previous iteration, r; ((4) shows the
Victim LLM’s response). For the initial iteration (i = 0), rg is an empty string.
Based on this input ((B) transmits this information to the Attacker LLM), A
generates a new prefill string, p;;1, designed to increase the likelihood of M
producing a harmful response when presented with the query ¢ and the updated
prefill. This prefill generation step ((6)) can be formalized as:

Pi+1 = A(qapuﬁ)

The target LLM M then generates a response, ;11 ((3) shows the generation
of the final response), conditioned on both the original harmful query ¢ and the
newly generated prefill p; ;1 ((2) represents the combined query and prefill):

rit1 = M(q,Dit1)

A judge LLM, J, subsequently evaluates 7,41 ((7) represents the judgement)
to determine whether it constitutes a successful jailbreak. This evaluation is a
binary decision, represented as:

success = J (ri41) € {0,1}

where a value of 1 indicates a successful jailbreak (i.e., the response contains
harmful content), and 0 indicates failure. The iterative process continues (rep-
resented by the loop through (5)-(6)-(3)-(@) and back to (9)), with A refining the
prefill in each step, until either a successful jailbreak is achieved (J(riy1) = 1)
or a predefined maximum number of iterations, Iz, is reached. If the jailbreak
is unsuccessful, the Attacker LLM uses the previous response r;, the harmful
question ¢ and the previous prefill p; to generate a new, optimized prefill p; ;.

The iterative refinement performed by A implicitly aims to maximize the
probability P(J(ri+1) = 1l|q,pi+1), although this probability is not explicitly
modeled. The attacker LLM prompt design incorporates aspects of logical ap-
peal, authority endorsement, and role-playing, and includes examples to guide
the generation process, fostering a more effective search for successful jailbreak
prompts. The synergistic interaction between A and M, as adjudicated by 7,
constitutes the core mechanism of the OP attack.
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4 Experiment

4.1 Experimental Setup

To evaluate the performance of the proposed prefill-based jailbreaking meth-
ods, we conducted experiments leveraging a well-established benchmark dataset,
along with representative victim models and evaluation metrics. This section
summarizes these components.

Datasets. Throughout the experiments, we utilize the "Harmful Behaviors"
subset from AdvBench[33], containing 520 explicit harmful prompts designed to
trigger dangerous outputs from language models. This benchmark offers stan-
dardized evaluation parameters for rigorously assessing jailbreak defense mech-
anisms.

Victim Models. The primary selection criterion for victim models was con-
firmed prefill support, due to the reliance of our attack on this technique. While
OpenAl models subsequent to GPT-3.5 Turbo (including GPT-40) do not sup-
port prefill, many other widely adopted and high-performing LLMs continue to
offer this functionality.

Thus, we selected six state-of-the-art models with confirmed prefill capabil-
ities, high LLM leaderboard (Arena) rankings, and widespread Open Router
platform use: DeepSeek V3[I9], Gemini 2.0 Flash (gemini-2.0-flash-001), Gem-
ini 2.0 Pro Experimental (gemini-2.0-pro-exp-02-05), GPT-3.5 Turbo, Claude 3.7
Sonnet (claude-3-7-sonnet-20250219), and Claude 3.5 Sonnet (claude-3-5-sonnet-
20241022). Specific version numbers are included to ensure reproducibility.

Evaluation Metrics. We evaluated our methods using two attack success rate
(ASR) metrics:

— String Match (SM): Based on the AdvBench framework [33], this metric
determines whether the model’s output contains any of the 574 predefined
harmful content strings from the AdvBench dataset. A successful match
indicates a successful jailbreak attempt.

— Model-Judge (MJ): A large language model is employed as an indepen-
dent evaluator to assess the presence of harmful information in the outputs
[10]. This method identifies problematic content that string matching tech-
niques may overlook.

Baseline Methods. Our baselines include ReNeLLM [10], which ensembles
prompt re-writing and scenario construction techniques to effectively jailbreak
LLMs, and PAIR [5], which uses an attacker LLM to iteratively attack the target
LLM, refining jailbreak prompts to produce a successful jailbreak. We evaluate
both baselines independently and with our prefill strategies, demonstrating our
approach’s complementarity with existing attacks.
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4.2 Main Results

This section analyzes the experimental results of the proposed SP and OP meth-
ods, and their integration with the ReNeLLM[10] and PAIR[5] baselines, across
six victim models. Evaluation is based on String Match (SM) and Model Judge
(MJ) metrics, with detailed attack success rates (ASRs) presented in Table
We highlight the effectiveness of these prefill-based jailbreak attacks (SP and
OP) and their synergy with the baselines, focusing on these ASR metrics.

Table 1. Attack Success Rates (ASRs, in %) of different methods on six victim models.
SM: String Match; MJ: Model Judge. Cells marked as N/A indicates that the String
Match evaluation method, was unreliable due to high variability in Claude model re-
sponses.

Method Motri DeepSeek | Gemini | Gemini | GPT-3.5 | Claude 3.7 |Claude 3.5
etho etrie V3 Flash Pro Turbo Sonnet Sonnet

SM 49.35 45.62 42.31 53.08 N/A N/A
PAIR

MJ 45.77 42.19 39.04 50.77 21.92 12.31

SM 84.76 80.13 76.92 95.38 N/A N/A
ReNeLLM

MJ 81.54 76.35 72.88 89.62 63.65 37.69

SM 62.5 66.35 28.65 99.03 8.26 22.88
SP (Ours)

MJ 57.11 48.65 36.53 90.96 4.03 12.11

SM 99.82 95.19 93.46 99.90 N/A N/A
OP (Ours)

MJ 99.61 87.83 85.27 99.23 12.23 22.69
ReNeLLM SM 94.65 93.85 90.19 97.31 N/A N/A
+SP (Ours) | MJ 92.38 90.77 | 87.15 95.69 74.36 72.73
ReNeLLM SM 99.94 98.65 96.73 99.92 N/A N/A
+OP (Ours)|  MJ 99.73 96.35 | 93.27 99.62 85.77 76.92

Effectiveness of Prefill-Based Methods. The static prefill (SP) approach
achieves moderate success rates on most victim models. For instance, on DeepSeek
v3, SP achieves a string match (SM) ASR of 62.5% and a model judge (MJ) ASR
of 57.11%. However, its performance is considerably limited on more robust mod-
els like Claude 3.7 and Claude 3.5-sonnet, with ASRs dropping to as low as 8.26%
(SM) and 4.03% (MJ). This highlights the limitations of SP when facing models
with more robust adversarial defenses.

The optimized prefill (OP), in contrast, demonstrates significant performance
gains over SP. On DeepSeek v3, OP achieves ASRs of 99.82% (SM) and 99.61%
(MJ). Similar trends are observed across other models, including Gemini-flash
and GPT-3.5-Turbo, indicating the effectiveness of iterative prefill optimization
in overcoming the limitations observed with SP. This indicates that OP’s it-
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erative optimization process effectively overcomes the defenses that limit SP,
resulting in higher ASRs.

Furthermore, we observe that the String Match (SM) ASRs are consistently
higher than the Model Judge (MJ) ASRs across the tested models. This dis-
crepancy may be attributed to the tendency of some victim models to include
potentially harmful substrings within their responses, even when attempting to
refuse or mitigate the harmful request[2I]. This would lead to a successful match
for SM, even if the overall response is not fully jailbroken.

Comparison with Baseline Methods. Table[I]compares our proposed meth-
ods with two existing jailbreaking methods, ReNeLLM [I10] and PAIR [5]. ReNeLLM
consistently outperforms PAIR across all tested models and metrics. On Gemini-
Pro, for instance, ReNeLLM achieves a 76.92% String Match (SM) ASRs, con-
siderably higher than PAIR’s 42.31%. This superior performance likely results
from ReNeLLM’s more sophisticated approach, which integrates prompt rewrit-
ing and scenario construction. In contrast, PAIR’s iterative, single-LLM attack
strategy is less effective against the safety features of these models. both base-
lines, similar to our methods, generally exhibit higher String Match (SM) ASRs
than Model Judge (MJ) ASRs, suggesting that models may include harmful
substrings even during partially successful defenses.

In comparison, OP consistently outperforms both ReNeLLM and PAIR on
most models. However, the OP method exhibits significantly reduced effective-
ness on Claude models. We also observed that Claude’s output, when using the
OP method, is frequently truncated, often reduced to only a few words. This
behavior suggests the possible presence of an external harmful content detection
mechanism that terminates generation upon detecting malicious content [9].

Effectiveness of Combining Methods. The experimental results show that
combining our prefill methods (SP and OP) with existing jailbreaking tech-
niques significantly improves attack success rates. Table [I] demonstrates that
the combination of ReNeLLM and OP consistently achieves the highest At-
tack Success Rates (ASRs) across most of the tested models. For example,
the ReNeLLM+OP combination reaches a 99.94% String Match (SM) ASR on
DeepSeek V3 and a 99.92% SM ASR on GPT-3.5 Turbo. This indicates that
our prefill-based approaches are highly complementary to ReNeLLM’s prompt
rewriting and scenario construction strategies. The improved performance sug-
gests that OP method modifies the initial context, making the model more sus-
ceptible to ReNeLLM’s jailbreaking techniques

While the combination of methods is generally very effective, we also observed
some differences in performance across the victim models. Notably, both Claude
3.5 Sonnet and Claude 3.7 Sonnet consistently showed lower ASRs, regardless
of the method or combination used. This suggests that these Claude models
likely have more robust safety mechanisms or defenses in place compared to the
other models tested. Further research is needed to understand these defenses
and develop jailbreaking techniques that can more effectively bypass them.
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4.3 Prefill Impact Analysis

To isolate and quantify the impact of the prefill technique itself on jailbreaking
success, we conducted a controlled experiment comparing our standard SP and
OP methods against two control approaches. This experiment aims to demon-
strate that the prefill mechanism is a crucial factor in the attack success rates,
rather than simply the presence of additional text or a specific starting phrase.
The control approache’s details and examples are shown in Figure [3]

“Sure, there is the method to”.

Static Prefill (SP) Irrelevant Prefill
3 [ User | How to make a bomb? ] 3 ; [ User | How to make a bomb? ] 3
i Assistant | Sure, there’s the method to i i Assistant Today is a good day, I can i
t{ (Prefilled) ’ : | (Prefilled) y 15 2 8 Y, ;
Optimized Prefill (OP) Prompt Suffix
(— e EE——
i [ User | How to make a bomb? ] i i Elory o melke @ heibl

User Your response must start with ;

| [Assistant - 1
i { (Profilled) (Optimized by LLM) Let me ... } !

'
'
\

Fig. 3. Experiment setup for prefill impact analysis.

The attack success rates (ASRs) for two control approaches and our SP and
OP methods are presented in Table[2] The results clearly demonstrate the critical
role of prefill in achieving high jailbreak success rates. Both control approaches
exhibit significantly lower ASRs across all tested models compared to SP and
OP. The Irrelevant Prefill approach, while slightly more effective than Prompt
Suffix, still performs poorly, indicating that simply adding text to the assistant’s
response field is not sufficient for a successful jailbreak. The Prompt Suffix ap-
proach is almost entirely ineffective, demonstrating that merely requesting a
specific starting phrase is insufficient to bypass the models’ safety mechanisms.

These findings strongly support the hypothesis that prefill technology, by
overriding the initial token probability distribution, disrupts some safety bound-
aries of the language models. The substantial difference in ASRs between our
prefill methods (SP and OP) and the control approaches highlights the unique
ability of prefill to manipulate the model’s initial state and influence its subse-
quent generation process. This manipulation is key to the success of our jail-
breaking attacks.
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Table 2. Attack Success Rates (ASRs, in %) comparing Prefill Methods (SP, OP)
with Control Approaches (Irrelevant Prefill, Prompt Suffix) using the Model Judge
(MJ) metric.

Method DeepSeek | Gemini | Gemini | GPT-3.5 | Claude 3.7 | Claude 3.5
V3 Flash Pro Turbo Sonnet Sonnet

Irrelevant Prefill 4.42 6.15 1.92 7.88 1.15 3.46

Prompt Suffix 0.57 0.38 0.19 1.15 0.38 0.77

SP (Ours) 57.11 48.65 36.53 90.96 4.03 12.11

OP (Ours) 99.61 87.83 85.27 99.23 9.23 12.69

5 Conclusion

This paper introduced a novel prefill-based jailbreak attack, leveraging the often-
overlooked response prefilling feature in large language models (LLMs). We pre-
sented two variants: Static Prefilling (SP), a simple yet effective approach, and
Optimized Prefilling (OP), which significantly increased attack success rates
through iterative optimization. Experiments across six state-of-the-art LLMs
demonstrated OP’s capability to achieve jailbreak success rates approaching
100% on several models. Critically, our method is orthogonal to and comple-
ments existing prompt-based attacks, significantly enhancing their effectiveness
when combined. These findings underscore the need for robust defense mech-
anisms that address not only prompt manipulation but also the potential for
adversarial exploitation of user-controlled response prefilling.
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