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Abstract—Card-based cryptography enables us to realize se-
cure computation using physical cards with simple manual
operations. The efficiency of a card-based protocol is evaluated by
the number of shuffles and cards. The Haga et al. (IWSEC2022)
is the only work to address card-based secure sorting. They
proposed two protocols: a Las Vegas protocol and a finite-runtime
protocol. The finite-runtime means that the number of shuffles
is deterministic. In this paper, we propose a general converter
that transforms an arbitrary sorting network into a finite-
runtime card-based sorting protocol. The converter uses Haga
et al.’s finite-runtime protocol for n = 2 as its building block.
Furthermore, we show card-based sorting protocol obtained by
applying the converter to the AKS sorts. As a result, we improve
the number of additional cards from O(n2 + m) to O(n + m)
compared to Haga et al. On the other hand, the number of
shuffles increases from O(nm) to O(nm logn).

Index Terms—Card-based Cryptography, Secure Sorting Pro-
tocol, Sorting Network

I. INTRODUCTION

A. Background

Secure computation involves cryptographic protocols that
enable mutually distrustful parties to jointly compute a func-
tion on their private inputs [25]. While secure computation
protocols are supposed to be implemented on computers
typically, there is a line of work to realize them using physical
objects with manual operations. Since such physical protocols
allow hands-on and visual understanding, they are suitable as
educational and recreational tools.

Card-based cryptography is one of such physical protocols,
and uses a deck of physical cards in the implementation [6],
[7]. A card-based protocol consists of simple manual opera-
tions: permuting a card order, flipping a card, and shuffling
a deck of cards. We evaluate the efficiency of a card-based
protocol by the number of cards and the number of shuffles.

Many researches in card-based cryptography have been
devoted to constructing efficient protocols for basic logical
functions, such as AND, XOR, and COPY [6], [7], [10], [11],
[15], [16], [19], [24]. This is because a composition of them
can realize a secure protocol for any function [20]. Besides,
there is another approach of constructing specific protocols for
more advanced functions, e.g., the millionaires’ problem [12],
[17], [22], the majority voting [1], [2], [13], [18], the private
set intersection [5], and the secure sorting [8].
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Haga et al. [8] were the first to address the secure sorting
in card-based cryptography. A secure sorting protocol enables
parties to sort a sequence of encrypted (or secret-shared)
values without revealing the underlying values. A card-based
sorting protocol provides a similar functionality for a face-
down card sequence. They proposed two card-based sorting
protocols, a Las Vegas protocol and a finite-runtime (which
means that the number of shuffles is deterministic) protocol.
The Las Vegas protocol returns the correct output in a proba-
bilistic manner. Thus, players may require an infinitely large
number of steps to obtain the correct output. The expected
value of the number of shuffles is O(nm), where n is the
number of elements to be sorted and m is the bit length of
each element. This protocol requires O(n + m) additional
cards. (The additional cards refer to the cards that need to be
used other than cards representing the input sequence.) Haga
et al. showed a way of converting the protocol into a finite-
runtime protocol, which returns the correct output in a fixed
number of steps, their protocol is not efficient since the number
of additional cards is O(n2 + m). Also, their finite-runtime
protocol requires O(nm) shuffles.

B. Our Contribution

In this paper, we construct efficient finite-runtime card-
based sorting protocols in terms of the number of cards. We
first present a general converter that transforms an arbitrary
sorting network to a finite-runtime card-based sorting protocol.
The converter uses as its building block a card-based sorting
protocol of which the number of input elements is two. This
building block corresponds to comparators in sorting networks.
By realizing it with Haga et al.’s protocol for n = 2, we show
that the protocol obtained by our converter can be implemented
with m+20 cards for an arbitrary sorting network. However,
this evaluation is based on the assumption that the input
satisfies the conditions required by the underlying sorting
network. Note that some sorting networks have a limitation
to their input length.

We show card-based sorting protocols obtained by applying
this coverter to concrete sorting networks: the AKS [3], [4]
sorting networks. It require that the number of input elements
is a power of two. In the case where the input is not a power
of two, we must adjust the length by appending cards as a



padding to the input. Hence, in this case, the protocols require
more additional cards than the m+ 20 ones described above.

Tables I and II show the efficiency comparisons in the case
where the number of input elements n is and is not a power of
two, respectively. In the case where n is a power of two, our
protocol can be constructed with O(m) cards, which is more
efficient than Haga et al.’s finite-runtime protocol that requires
O(n2+m) cards. On the other hand, regarding the number of
shuffles, Haga et al.’s protocol requires O(nm) shuffles, which
is more efficient than our protocol that O(nm log n) shuffles.

In the case where n is not a power of two, our protocol
can be constructed with O(n +m) cards due to the padding
cards for the input, while Haga et al.’s finite-runtime protocol
requires O(n2 +m) cards. Regarding the number of shuffles,
the evaluations are the same as the case where n is a power
of two.

II. PRELIMINARIES

This section gives the notations and basic definitions of
card-based protocols. A protocol to compute a function f is
correct if players obtain f(x) for an arbitrary input x. (Note
that the function f is a sort function in this paper.) We say
a protocol fulfills privacy if an arbitrary player cannot learn
any additional information than the output from his/her view
of the protocol.

A. Notations

We use two types of colored cards, red ♡ and black ♣ .
Our protocol makes secondarily use of several other types of
cards; numbered cards 1 2 , marker cards ∗ , and arrow
cards ← →. We assume that the cards with the same suit
are indistinguishable. We also assume that back sides of
all cards have the same pattern, denoted by ? , and are
indistinguishable.

A Boolean value is encoded as 0 7→ ♣ ♡ and 1 7→ ♡ ♣ .
For a non-negative integer x, let x[i] show the i-th bit value
of x. For an m-bit integer, the most and least significant bits
are referred to (m − 1)-th and 0th bits, respectively. An m-
bit non-negative integer x is represented with 2m face-down
cards. We call a sequence of face-down cards representing a
non-negative integer x a commitment of x.

? ? ← x[m− 1]
...

...
? ? ← x[1]

? ? ← x[0].

In the depiction of a commitment, the top (resp. bottom) row
corresponds to the most (resp. least) significant bit.

In this paper, a protocol consists of the following operations.
• Permutation: permuting a card order deterministically.
• Turn: changing the face of a card.
• Shuffle: permuting a card order with some probability

distribution.
Formally, for the d-th symmetric group Sd corresponding to a
card sequence, a shuffle for Sd is defined with two parameters,

a permutation set Π ⊆ Sd and a probability distribution F
on Π. That is, a shuffle (shuffle,Π,F) is a permutation for
Sd according to π ∈ Π sampled from F . We assume that
any player cannot identify the sampled permutation π, i.e., no
player learn the result of the shuffle.

B. Shuffles Used in Our Protocols

We call a pile a sequence of cards regarded as one bundle.
Pile-Scramble Shuffle: A pile-scramble shuffle [9] is a

shuffle that completely randomizes the order of multiple piles
consisting of the same number of cards. Suppose that for a
positive integer s, we have s piles (p⃗0, p⃗1, . . . , p⃗s−1), each
having the same number of cards. Let r be a permutation
chosen uniformly at random from the s-th symmetric group.
Let [ · | · ] represent a pile-scramble shuffle. The pile-scramble
shuffle result is as follows.

? · · · ?︸ ︷︷ ︸
p⃗r−1(0)

? · · · ?︸ ︷︷ ︸
p⃗r−1(1)

· · · ? · · · ?︸ ︷︷ ︸
p⃗r−1(s−1)

Pile-Shifting Shuffle: A pile-shifting shuffle [21] is a shuffle
that cyclically and randomly shifts the order of piles consisting
of the same number of cards. Suppose that for a positive
integer s, we have s piles of cards (p⃗0, p⃗1, . . . , p⃗s−1) each
having the same number of cards. Let r be chosen uniformly
at random from {0, 1, · · · , s − 1}. The pile shifting shuffle
result is as follows.

? · · · ?︸ ︷︷ ︸
p⃗r

? · · · ?︸ ︷︷ ︸
p⃗r+1

· · · ? · · · ?︸ ︷︷ ︸
p⃗r+s−1

III. EXISTING CARD-BASED SORTING PROTOCOL

A. Definition of Card-based Sorting Protocol

A card-based sorting protocol aims to sort a sequence of
commitments while keeping their values secret. Precisely, it
provides the following functionality with privacy.

Input: X = (x̃0, . . . , x̃n−1), where x̃i is a commitment of an
m-bit non-negative integer xi.

Output: X ′ = (x̃ϕ(0), . . . , x̃ϕ(n−1)), where ϕ is the permu-
tation on {0, . . . , n − 1} that satisfies xϕ(i) ≤ xϕ(i+1) for all
i ∈ {0, 1 · · · , n− 2}.

B. Procedure of Haga et al.’s Protocol

Haga et al.’s work [8] is the first and only work so far to
address card-based sorting protocol. It shows two card-based
sorting protocols: Las Vegas and finite-runtime protocols. We
here describe the finite-runtime one. Although the protocol is
general for any number of inputs n, we focus on the case of
n = 2, which is the only case we use to construct our protocol.

The two-input sorting protocol is as follows.
0. Players hold x̃0 and x̃1, which are commitments of m-bit

non-negative integers x0 and x1, respectively. They also
have 2× ♡ , 8× ♣ , 2× 1 , 2× 2 , 2× ←, 2× →,
and (m+ 2)× ∗ .



TABLE I
Comparison of card-based sorting protocols in the case where the number of input elements is a power of two.

(n: the number of input elements, m: the bit length of each element)

Protocol # additional cards # shuffles Underlying sort Runtime
Haga et al. [8] O(n+m) O(nm) Radix sort Las Vegas
Haga et al. [8] O(n2 +m) O(nm) Radix sort Finite

Ours (Section V-A) O(m) O(nm logn) AKS sort Finite

TABLE II
Comparison of sorting protocols in the case where the number of input elements is not a power of two.

Protocol # additional cards # shuffles Underlying sort Runtime
Haga et al. [8] O(n+m) O(nm) Radix sort Las Vegas
Haga et al. [8] O(n2 +m) O(nm) Radix sort Finite

Ours (Section V-A) O(n+m) O(nm logn) AKS sort Finite

1. Arrange the arrow cards above the commitments as
follows.

← → ← →
? ? ? ?

...
...

? ?︸ ︷︷ ︸
x0

? ?︸ ︷︷ ︸
x1

2. For i = 0, 1, · · · ,m−1, perform the following operations:
2-1. Prepare the numbered cards 1 1 2 2 , and make

two piles, 1 1 and 2 2 . Afterwards, apply a
pile-scramble shuffle to them.[

?
1

?
1

∣∣∣∣ ?
2

?
2

]
⇒ ?

r1

?
r1

?
r2

?
r2

2-2. Place these four cards above the arrow cards as
follows:

?
r1

?
r1

?
r2

?
r2

← → ← →
...

...
? ? ? ?

2-3. Prepare 6 × ♣ and 2 × ♡ , and make two piles
p0 = ♣ ♣ ♣ ♡ and p1 = ♣ ♡ ♣ ♣ . Then, apply
a pile-scramble shuffle to the two piles, denoted by
(pr, p1−r), r ∈ {0, 1} the result, and place them the
above of the numbered cards as follows.

♣ ♣ ♣ ♡ = p0

♣ ♡ ♣ ♣ = p1

?
r1

?
r1

?
r2

?
r2

← →← →
...

...
...

...

⇒

? ? ? ? = pr

? ? ? ? = p1−r

?
r1

?
r1

?
r2

?
r2

←→ ←→
...

...
...

...

2-4. Make the arrow cards face down. Afterwards, apply
a pile-scramble shuffle to each of the 0th and 1st
columns, and the 2nd and 3rd columns as follows:


? ?
? ?
...

...
? ?




? ?
? ?
...

...
? ?


2-5. Reveal the cards corresponding to the i-th bits and

perform a stable sort according to the relationship
♡ > ♣ while keeping the card order of each
column unchanged. Then, make all of the revealed
cards face-down.

? ? ? ?
? ? ? ?
...

...
...

...

i-th bit→ ♡ ♣ ♣ ♡
...

...
...

...

⇒
? ? ? ?
? ? ? ?
...

...
...

...

♡ ♡ ♣ ♣
...

...
...

...

2-6. Prepare 2× ♣ and (m+2)× ∗ , and arrange them
at the leftmost of the card sequences as follows.

♣ ? ? ? ?
♣ ? ? ? ?
∗

...
...

...
...

∗ ? ? ? ?
∗

...
...

...
...

2-7. Regard each column as a pile, i.e., five piles, and
apply a pile-shifting shuffle to them.

2-8. Reveal all cards on the topmost row, and move
the pile of the ♡ columns. Then, remove all of
the revealed cards. (Note that the revealed cards
correspond to the pile pr)

♣ ♣ ♡ ♣ ♣

? ? ? ? ?
? ? ? ? ?
...

...
...

...
...

⇒

♣ ♣ ♣ ♣ ♡

? ? ? ? ?
? ? ? ? ?
...

...
...

...
...



2-9. Regard each column as a pile (i.e., there is five
piles), and apply a pile-shifting shuffle to them.

2-10. Reveal all cards on the topmost row, and move
the pile of the ♡ columns. Then, remove all of
the revealed cards. (Note that the revealed cards
correspond to the pile p1−r)

♣ ♣ ♡ ♣ ♣

? ? ? ? ?
? ? ? ? ?
...

...
...

...
...

⇒

♣ ♣ ♣ ♣ ♡

? ? ? ? ?
? ? ? ? ?
...

...
...

...
...

2-11. Reveal all cards on the topmost row, and permute
them cyclically so that the pile of the ∗ column
is in the leftmost. Then restore the commitments by
moving the pile of the right-arrow columns to the
appropriate positions as follows:

1 ∗ 2 1 2

? ? ? →→

? ? ? ? ?
...

...
...

...
...

? ? ? ? ?

⇒

∗ 2 2 1 1

? ? → ? →

? ? ? ? ?
...

...
...

...
...

? ? ? ? ?

2-12. Remove all cards except the commitments. (In the
following figure, the cards whose frames are dotted
correspond to the cards to be removed.)

∗ 2 2 1 1

? ? → ? →
? ? ? ? ?
...

...
...

? ? ?︸ ︷︷ ︸
x′
0

? ?︸ ︷︷ ︸
x′
1

The protocol outputs the sequence of two commitments
(x̃′

0, x̃
′
1). Then, the underlying values (x′

0, x
′
1) is always the

sorted result of (x0, x1). Hereafter, we denote by Πn=2
HTS+ the

above protocol.
Note that both numbered and arrow cards can be substituted

by the two-colored cards in Πn=2
HTS+ , such as 1 → ♣ , 2 →

♡ , ← → ♣ , and → → ♡ . In other words, the protocol can
be constructed with only the two-colored cards and the marker
cards.

C. Efficiency

Πn=2
HTS+ uses m + 20 additional cards as described in the

previous subsection. It is important to note that if the protocol
is carried out multiple times sequentially, we can reuse the
additional cards. That is to say, we can realize multiple runs
with the same m+ 20 additional cards.

Regarding the number of shuffles, Πn=2
HTS+ requires three pile

scramble shuffles and two pile shifting shuffles per bit. Since
each input element consists of m-bit, it requires 5m shuffles.

IV. PROPOSED “SORTING NETWORK TO CARD-BASED
SORTING PROTOCOL” CONVERTER

A. Comparator Network and Sorting Network

Let X be a set of non-negative integers. A comparator is
defined as a mapping Xn → Xn as follows.

Definition 1. Let [l, r] be a mapping Xn → Xn, where
l, r ∈ {0, · · · , n − 1}. Denote by [l, r](x)k the k-th element
of [l, r](x). We call [l, r] comparator if it fulfills the following
properties for any x = (x1, · · · , xn) ∈ Xn:

[l, r](x)l = min(xl, xr)

[l, r](x)r = max(xl, xr)

Moreover, [l, r](x)k = xk holds for all k ∈ {0, · · · , n − 1} \
{l, r}.

That is, the comparator [l, r] is the sort between the l-th
and r-th elements. The compartor and sorting networks are
defined based on the comparator as follows.

Definition 2. A comparator stage S = {[l1, r1], ..., [lk, rk]} is
a composition of comparators such that l1, · · · , lk, r1, · · · , rk
are distinct.1

Definition 3. A comparator network is a composition of
comparator stages.

Definition 4. A sorting network is a comparator network such
that, for an arbitrary input, its output sequence, denoted by
(x′

0, · · · , x′
n−1), fulfills x′

i ≤ x′
i+1 for all i ∈ {0, . . . , n− 2}.

B. Our Proposed Converter

Before presenting our converter, we define card-based com-
parator protocol, denoted by Compare(X; l, r), as follows,
where X is a private input and l, r ∈ {0, . . . , n−1} are public
inputs.

Input: X = (x̃0, . . . , x̃n−1), where x̃i is a commitment of an
m-bit non-negative integer xi, and indices l, r ∈ {0, . . . , n −
1}.

Output: The sequence of commitments that consist of
[l, r](X).

Obviously, we can realize the comparator protocol by a
single execution of Πn=2

HTS+ for (x̃l, x̃r).
We present a general converter that transforms any sorting

network into a card-based sorting protocol. See Protocol 1
that shows our proposed converter. Given a sequence of
commitments, the compiled protocol returns the sorting result
of the commitments. This protocol consists of multiple card-
based comparator protocols, so that each of them corresponds
to a comparator in the given sorting network. More generally,

1Precisely, a comparator stage is a mapping Xn → Xn. However, we
denote a stage as a set of comparators for ease of describing our protocol.



our converter can also be used to transform any comparator
network into a card-based protocol that provides the same
functionality of the comparator network.

Correctness: The comparator protocol guarantees to sort two
commitments correctly in each comparison. Since each com-
parator protocol corresponds to a comparator in the underlying
sorting network, the protocol provides the result of the sorting
network. Thus, the proposed protocol ensures parties to always
obtain the correct output.

Privacy: Since the comparator protocol fulfills the privacy, it
guarantees to keep the values of commitments secret in each
comparison. Moreover, the process of the sorting network is
deterministic and depends only on the input length n. Thus,
the proposed protocol hides information other than the output.

C. Efficiency

We evaluate the protocol obtained by our converter in the
case where a comparator protocol is realized with Πn=2

HTS+ .
Since our sorting protocol uses Πn=2

HTS+ sequentially, we can
reuse the additional cards of Πn=2

HTS+ . Thus, the number of
additional cards in our sorting protocol is m+ 20.

Πn=2
HTS+ requires 5m shuffles, and the compiled protocol

requires executes Πn=2
HTS+ for c times, where c is the number

of comparators of the underlying sorting networks. Thus, the
number of shuffles is 5mc.

Note that there are sorting networks that have a limitation
to the number of input elements n. For instance, the AKS
sort requires that n is a power of two. The above evaluation
is based on the assumption that the input meets a condition
required by the underlying sorting network.

The efficiency with parallel executions: Let k0, · · · , kt−1

be the number of comparators in each stage. Also, we denote
by kmax the maximum number in {k0, · · · , kt−1}. For any
sorting network, comparators in a common stage can run in
parallel. This is also true for our card-based sorting protocol.
That is, we can carry out comparator protocols for a common
stage in parallel. It is known that multiple shuffles performed
simultaneously can be composed in one shuffle [14]. Thus, if
we apply the parallel manner, we can realize a secure sorting
protocol with 5mt shuffles. Then, it requires kmax(m + 20)
additional cards.

V. OUR CARD-BASED SORTING PROTOCOLS

In this section, we show card-based sorting protocol ob-
tained by applying our converter, shown in the previous
section, to the AKS sorting network [3], [4].

A. Card-based Sorting Protocol Based on AKS Sort

The AKS sorting network is known as the optimal sorting
network.

The AKS sorting network uses as its component a compara-
tor network, called an ϵ-halver. Given X = (x0, . . . , xn−1)
as the input, the ϵ-halver returns two blocks L =
{x′

0, · · · , x′
(n−1)/2−1} and R = {x′

(n−1)/2, · · · , x
′
n−1} for a

parameter ϵ < 1. Let X̂ = (x̂0, . . . , x̂n−1) be the ordered

sequence of X , and let X̂L,i := {x̂0, · · · , x̂i} and X̂R,i :=
{x̂n−(i+1), · · · , x̂n−1} for i ∈ {0, . . . , (n− 1)/2− 1}. Then,
for any i ∈ {0, . . . , (n − 1)/2 − 1}, the ϵ-halver ensures that
|X̂L,i ∩R| < ϵi and |X̂R,i ∩ L| < ϵi.

The ϵ-halver can be constructed with a constant number of
comparator stages by using expander graphs. (The constant
number depends on ϵ.) Ajtai et al. [3], [4] showed that there
is a sorting network with O(log n) stages and O(n log n)
comparators based on this fact.2 (See [3], [4], [23] for the
detail.)

From the above, we can claim that there is a card-based
sorting protocol that consists of O(n log n) comparator pro-
tocols. The AKS sort has the limitation that the number of
input elements n must be a power of two. Hence, we use the
padding if the input does not hold the condition, as shown in
the previous subsection. If the number of input elements is not
a power of two, it is necessary to adjust the input as follows.

How to adjust the input length.: We present a way to apply our
protocol where the number of input elements n is not a power
of two. For an input X , which consists of n commitments (n
is not a power of two), we consider d dummies, where d is the
minimum positive integer such that n+ d is a power of two.
Also, we prepare one card per dummy, and the dummies are
treated as pseudo-zero in the sorting. We use these dummies to
store the intermediate sorting result of the underlying sorting
network. Players append the dummies to any positions in
the input sequence and carry out the sorting protocol. In
a comparison between a dummy and an input element, the
players can determine that the dummy is smaller than or equals
to the input element without running a comparator protocol
since we set the dummy as zero. Similarly, in a comparison
between two dummies, the players can skip the comparison.
At the end of the sorting protocol, players remove all of
the dummy inputs. Note that since we set the dummies to
minimum number, they always locate at the leftmost positions
in the output sequence. Hence, players can obtain the sorting
result of X by removing the leftmost d dummies.

Privacy: We discuss the privacy of our card-based sorting
protocol based on the AKS sort. Then, we omit the cases where
n is a power of two since the proof is the same as in Section
IV-B. Hence, we here focus on the case where n is not a
power of two. In this case, we append the dummies to the input
sequence. The comparison results for the dummies are obvious
because the value of the dummies is the minimum number.
In addition, the sorting network process is deterministic and
depends only on the input length n. As a result, we know the
movement transitions of the dummies and they are always in
the leftmost positions in the output sequence. However, we
do not know the movement transitions of the non-dummies.
Thus, this case hides information other than the output.

2The constant factor is very large as stated in [3], and thus the AKS sort is
not practical. Due to this fact, the card-based sorting protocol obtained from
this sort is also impractical.



Protocol 1 Card-based sorting protocol based on a sorting network
converter: Given a sorting network N = (S0, · · · , St−1), where t be the number of comparator stages, and
Si = {[li,0, ri,0], ..., [li,ki−1, ri,ki−1]}, the converter generates the following card-based sorting protocol.

Input: X0 = (x̃0, . . . , x̃n−1), where x̃i is a commitment of m-bit non-negative integer xi.
Output: (x̃ϕ(0), . . . , x̃ϕ(n−1)), where ϕ is the permutation that satisfies xϕ(i) ≤ xϕ(i+1) for all i ∈ {0, 1, · · · , n− 2}.

1: Initialize c = 0.
2: for i = 0 to t− 1 do
3: for [li,j , ri,j ] ∈ Si do
4: Run Xc+1 ← Compare(Xc; li,j , ri,j).
5: c = c+ 1.

Efficiency: We evaluate the efficiency separately for the
cases where the input length n is a power of two or not. As in
Section IV, we suppose that comparator protocols are realized
with Πn=2

HTS+ and they run sequentially.
In the case where n is a power of two, the number of

additional cards is m + 20. The number of shuffles is 5mc,
where c is the number of comparators of the underlying sorting
networks. Note that c is evaluated as O(n log n) and the exact
value of c is not provided in [3], [4], [23]. Thus, the protocol
requires O(nm log n) shuffles.

Next, let us consider the case where n is not a power of
two. To consider the worst case, suppose n = 2v + 1 for a
positive integer v. In this case, we must prepare n−2 dummy
cards. In addition, Πn=2

HTS+ requires m + 20 additional cards.
Thus, the sorting protocol requires n+m+ 18 cards in total.
It also requires O(nm log n) shuffles.
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