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ABSTRACT 

The usage of quadcopter types of drones is now on a mature and 

practical stage.  Numbered companies are manufacturing them 

and expanding their application. Considerable characteristics of 

this type of flying object that has the maneuverability and 

practicality is now being focused on how we control this among 

our urban life from its offensive liabilities. They are small enough 

to avoid many current airborne detection systems and cheap 

enough to use them as disposable. In this paper, we tried to 

analyze the sounds of a subset of commercial drones as 

quadcopter types and also built a trained simple non-linear neural 

network filter to classify them among the given sound samples. 

We borrowed Mel-frequency cepstral coefficients as the well-

known methodology of sound analysis but including some of the 

parameter adjustments, and applied LeNet neural network filter 

structure for its simple classification. In order to maintain the 

information of adjacent samples among the series of wave 

samples, 2-D spectrogram planning was applied as the input 

signal of the filter. Most of the frequencies from drones were 

observed as gathered around 3 to 5Khz, up to 10Khz, and adjusted 

LeNet architecture could classify over 10 types of drone 

categories with over 95% of accuracy. 
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1 INTRODUCTION 

A quadcopter drone propelled by 4 rotors is easy to build with 

reasonable prices, wide use of cheap flight controllers, and highly 

efficient BLDC motor - Lithium batteries [1] by recent market. 

And due to the unique flight pattern calls the most popular in 

many business verticals such as filming, [2] entertainment, [2] or 

the new trend of the logistics market. [3] Because of the 

distributed in 4 ways to obtain required lift the over1all size of its 

propeller is relatively small compares to the other similar previous 

types of drones such as a traditional helicopter, this quadcopter 

drone makes unique sounds. It is the reason that usually this type 

of quadcopter is being indicated as drone because it sounds 

similar to the drone in nature. 

Based on the specifications mentioned above, it is very 

maneuverable [4] as it sized so it is quite tricky to detect and hard 

to hold back from the asset we want to keep from [5-6].  

Many companies are investing their assets into research to secure 

a practical solution to make it possible with regarding to the 

mentioned issues. Some of them utilize electromagnetic radio 

waves to neutralize them in the air as detected, or some of them 

use a physical methodology to hold it down [7-8]. But most of 

these methods or related solutions are not feasible without 

preliminary awareness of approaching drones to the 

countermeasures. Securing practical and effective solutions of 

neutralization is very hard to be flawless even in these days, and it 

gets worse as the current trends of rapid improvements of the key 

technologies of parts that consist of the drone itself. One of the 

promising methodologies of detecting it is the use of its unique 

sound itself because it is not possible to eliminate the fundamental 

mechanism that makes it possible the drone can fly. Using the 

sound the drone produces while it maneuvers has a limitation that 

it’s only useful when the drone flies into the range of the 

sensitivity of the sensor, but still, it’s very promising because it 

doesn’t have to pinpoint the location of the drone approaching and 

also it’s possible to do that with multiple sensors and the certain 

algorithm.[9] 

In this manner, we tried to perform a brief analysis of it from 

some popular commercial drones in the market and tested whether 

we can apply this information into the one of simplest but 

adjustable LeNet neural network filters. 

 

2 FUNDAMENTAL FEATURES OF THE 

DRONE SOUND SIGNALS AND ITS 

COMPONENTS 

2.1  Signal Characteristics 

The unique sound patterns from quadcopter drones generated by 

some key factors that are rooted in the specific geometrics of it. 

One of the distinctive geometrical characteristics of a quadcopter 

drone is actually not directional itself rather be indicated by only 

its flight controller. This is one of the main reasons that 

quadcopter drone is able to have its considerable maneuverability. 

Also, the cause of this the sound characteristics from most of the 

quadcopter drones consists very specific several harmonics that 

are from each BLDC motor and propeller. 
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Figure 1: Frequency distribution from one of the collected 

sound sample with noise – Bebop 2, Parrot 

 

 

Figure 2: Frequency distribution from one of the collected 

sound sample – Inspire 2, DJI 

 

 

Figure 3: Frequency distribution from one of the collected 

sound sample – Human voice, mixed words speaking in 

Korean and English 

Each of propellers and BLDC motors has their unique harmonics 

band from the vibration depending on which RPM runs on while 

the flight controller gives a continuous signal in order to sustain 

with the required valance. But in situations without dramatic 

changes in its altitude or hassle acceleration, it shows a very 

certain signal power distribution which seems one of the unique 

characteristics that is considered for further discussion as comes 

up later. On the contrary, based on the biological structure of a 

human vocal cord, figure 3 shows clearly that human voices from 

words and sentences are being grouped by much gathered in 

narrower bands. While quadcopter drone flying the rotating 

propellers hitting the air surrounding produces many other 

harmonics that convoluted with other adjacent frequencies besides 

the major ones that come directly from the moving parts 

themselves. Figure 2 shows a good example of the sound 

characteristics from most of the quadcopter drones consist of very 

specific several harmonics that are from each BLDC motor and 

propeller. 

Table 1: ACOUSTIC NOISE MEASURED FOR BLDC 

DRIVE [10] 

Speed 
(RPM)  

Background 
noise level (dB) 

Motor noise level 
(dB) 

Difference 
(dB) 

100  48 72. 29 24. 29 

300  48. 3 75 26. 7 
500  49. 48 73. 54 24. 06 

800  47. 56 77 29. 44 

1000  50 82 32 
1500  48. 5 86. 52 38. 02 

2000  49. 23 89. 2 39. 97 

2500  52. 45 91. 26 38. 81 

 

 

 

2.2 Preprocessing 

The raw sound wave signal propagated over the air is a form of a 

series of samples located on the time domain, and it’s hard to 

analyze in this dimension, usually, the proper transformation 

process is followed as preprocessing for the better feature 

extraction. The sound spectrogram is one effective way to obtain 

information including a power spectral density distribution among 

sampled frequencies. 

 

 

Figure 4: Spectrogram of the spoken words "nineteenth 

century". Frequencies are shown increasing up the vertical 

axis, and time on the horizontal axis, figure referred from 

Wikipedia.org 

Calculating Mel-frequency kepstrum coefficients is one of the 

improved methodologies from a simple spectrogram derived from 

the short-time Fourier transform, which has been widely utilized 

in especially speech recognition. Generating Mel-frequency 

kepstrum coefficients follows certain computational steps – 
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slicing, FFT, windowing, filter-bank, log-amplitude, Mel-scaling 

and smoothing, and DCT. [11]  

 

Figure 5: Shows different implementations of the Mel filter 

bank. Note the different scaling of the frequency axes in the 

plots. [12] 

Filtering with different filter-banks apply the obtained power 

spectrum from the short-time FFT into different targets or purpose 

of the goal. Every detail to calculate these filter-banks is available 

in many other papers [11][12] so will not be covered in this paper. 

With regarding the perspective of the given sound signal as the 

purpose, overall frequency band from the sounds of quadcopter 

drones has unique harmonics but is distributed up to around 

10Khz and their bandgaps are not wide as we peeked already, so 

the algorithm that has been used in this paper referred to HTK 

filter-bank but only the number of banks are selected as 40 rather 

than the one originally suggested 24 [13] and trimmed as a fewer 

bin length later. While the major application that the method of 

preprocessing in this paper applied for is focused on specifically 

the human vocal sound or speech itself, the difference by the 

sound signals from quadcopter drones should apply needful 

adjustment as parameters in the preprocessing sequence. 

 

 

2.3 LeNet Neural Network 

One of considerable factor of applying any of the information into 

any of modern neural network filters implies there is a specific 

part that the signal contains the distinctive or essential features in. 

There are many suggested or practically proven methodologies 

already in the field of speech recognition and it is already widely 

being used for many services effectively yet but due to many 

specific differences among other types of sound signals including 

the one as quadcopter drones’, there are not many of them like the 

one mentioned already. There have been previous in-depth studies 

within the past several years and based on references those 

suggested models with proportional simulations and tests 

practically have not suggested with an efficient and robust model 

yet. [14][15][16]  

LeNet neural network model was announced in 1989 with its first 

original form and shows its performance with the meaningful 

efficient network model as introducing a convolutional neural 

network for the first. [17] A two-dimensional plane that the 

preprocessed information is prepared gets into the input of the 

suggested convolutional computation sequence and one of its 

promising foundation that makes LeNet neural network filter 

working is that it maintains the spatial information by given 2nd 

order of Euclidian space so the information that is included among 

the input data does put weights gradually during the following 

optimization and backpropagation updates. LeNet has several 

hyperparameters that could be adjusted for better outcomes and 

training results depending on the given typical sets of possible 

datasets.  

It is very hard to estimate how much of the capacity the neural 

network filter has and there aren’t any practical metrics to 

measure the upper bound of the learning capacity of any given 

neural network which is structured indecent levels of nonlinearity. 

So using LeNet in this analysis could be assumed that has no 

issues unless with any of possible stochastic deductions of 

measurable elements in LeNet neural network.[18] 

 

 

3  EXPERIMENTAL AND COMPUTATIONAL 

DETAILS 

3.1 Preprocessing  

The unique sound patterns from quadcopter drones generate some 

key factors from the specific geometric structure of it as flying 

and maneuvering. While a human vocal cord is not a static or 

hardly casted material so it could distort the major tones with 

slight frequency dispersions or spreads, quadcopter drone has very 

solid and fixed geometry and distinctive signal sources such as 

BLDC motors, propellers, arms, and its sculpture. Still, all 

variations of RPM controlling, and possible maneuvers make 

frequency slides and dopplers, but it is considerably limited 

comparing the others that can be regarded. One of the distinctive 

differences we could peek from the overall spectrum analysis in 

order to use the Mel-frequency kepstrum coefficient method as 

the preprocessing for dimension reduction is the sound signal 

from quadcopter drones is observed as doubled compares to the 

humans one, and these narrow tone bands allow us to reduce 

filter-bank gaps down. 

 

 
Figure 6: Tried to apply different cases of filter-banks and 

Mel-frequency bin selection. We tried them up to 40 and 

extracted bins fewer than 10 
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Since of many practical limitations to build the evenly distributed 

dataset as regarding the type of the source signal we need to 

consider that this empirical selection could be biased or not well 

arranged, but we designed the overall simulator with the utmost 

flexibility so was able to adjust maximum hyperparameters as 

below, thanks for the convolutional neural network model that 

helps it possible with the essential architecture that keeps the 

information of time and spatial domain in both. 

 

     
Figure 7: MFCC spectrograms that were used for input 

vectors. Selected 32 bins from generated total 40 frequency 

bins, for 20 samples by 1024 SFFT points under 48Khz sample 

rates. From the left, Background noise, Bebop 2 (Parrot), and 

F450 (DJI, Custom) 

 

 

 
Figure 8: MFCC spectrogram, Mavic Air from DJI, Hovering 

 

 

Table 2: All tested preprocessing parameters 

 
Test Parameters Configurations 

Sample rate 44.1 ~ 48Khz 
Normalization Ortho-normal DCT 

Mel-Frequency bins 8 ~ 40 

Stride window FFT size / 2 
SFFT length 512 ~ 2048  

MFCC frame window 10 ~ 20 

Spectrogram dimension (8 ~ 40) x (10 ~ 20) 

 

Librosa one of the popular open sourced projects for music and 

audio analysis was used as complete computation sequences to 

obtain Mel-frequency Kepstrum coefficients as given input data. 

Based on the overall signal pattern that was used for the input 

ground fact (label) as recorded as the noisy and bulky 

environment in this analysis and experiment, using optimizers 

without a momentum factor inside didn’t help for any of effective 

training while the other ones have. Due to the completely limited 

and reduced the total number of the calculation elements consist 

of the entire this neural network which was intended in order to 

apply the following evaluation on NVIDIA Jetson Xavier device, 

we downsized the resolution of the input signal as under 1000 

pixels and now concatenated SFFT coefficients keep being 

influenced by the power of other adjacent frequency bands and 

while/non-white noises. Pixels within the size of the kernels for 

the convolutional computation but doesn’t have any adjacent 

pixels in a time-domain within the equivalent period of the FFT 

size could be considered as noise elements from a bad SNR or 

some erupted noise such like a human voice, car engine noise, 

bird chirps, and etcetera. Since most of the waveforms for the 

input vector of the network have their unique buzzing sound 

pattern long enough, longer than the FFT window size, as long as 

we can recognize any of straight or curved “lines” from Mel-

frequency kepstrum coefficient spectrograms as 2-d planning 

input vectors we can expect that this is what the convolutional 

kernels may find their own way of shaping along with the results 

from the cost function and following optimizer algorithm. 

 

3.2 Training 

Entire training and evaluation were designed and performed by 

the Google TensorFlow framework described as referred to 

overall trend timelines as figure 9 and 10, respectively. 

Including one eraser category, prepared sample classes were 10 

types, over 2.4Gbytes of stereo wave files were used for this 

supervised learning. Many different variances by combinations 

with preprocessed input signals, overall learning process that 

being assessed by updates of the summation of cross-entropy 

losses, and following accuracies show quite promising results.  

 
Figure 9: Accuracy trend timeline with ADAM optimizer, 

learning rate 

 

 

Table 3: All tested parameters for the performed training 

 
Test Parameters Configurations 

Optimizers Adam, adadelta, adagradDA 

Batch sizes 128 ~ 256 

Cost function Cross entropy sigma with 11 logits 
framework Tensorflow 

 

The learning process uses several types of optimizer models that 

are supported by google TensorFlow library set - AdamOptimizer, 

AdadeltaOptimizer, and AdagradDAOptimizer. The size of the 

batch regularization window was also applied in some different 

combinations from 128 to 256 max. Only softmax cross-entropy 

with multiple outputs was used to calculate the cost with the one-

hot encoding labels.  

 

 

 
Figure 10: Decreasing trend of the calculated overall loss from 

the cost function – 11 logits merged by cross-entropy function 

 

 

By analyzing the graphs and recorded scalar vectors as weights 

and biases from the trained network as Figure 11, we can assume 

that this network does not use all its total computational elements 
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yet.  The overall distribution we could see there are clearly 

numbers that have zero counts among the network elements, 

which means that the applied dropout sequence neutralizes some 

synapses to secure a certain level of generalizations. 

 

  
Figure 11: Tensorboard marker can show there are zero- 

valued elements were recorded as like from the histogram in 

left, not like the one right (the second convolutional layer) 

 

But one thing that we need to be sure of is that the convolutional 

computation sequence does not encode any of the information as 

continuously provided from the input into another degree of 

information of any distinct set of the group like linguistic words 

or vector sets. Unlike some other network that has the outputs as 

totally altered dimensions from the input signals,  such as an 

autoencoder or many variances of recursive networks, only 

extracted features from the input exist on the 2-d plan kernels 

which have fixed coordination direction as the time and frequency 

domain.  It is only able to work as long as the absolute Euclidean 

plane, so if we need to use these outcomes into a practical 

application with evaluation signals, that signal should be obtained 

by the same quadcopter drones but also by exactly the same 

sensors. Once any of the non-linear factors can be a role during 

the input signal is being secured, we cannot rely on the extracted 

features anymore. This is the reason that the general speech 

recognition model generates the corresponding words or some of 

the vector subsets while the voice recognition does only the 

voiceprints which can be regarded as a transformation process. 

 

4  RESULT AND DISCUSSION 

4.1 Overall performance  

After around 5K iteration as repeated with 128 to 256 batch-sized 

regularizations and up to 40% of dropout ratio from 20% the 

model shows almost perfect accuracies, around 96% overall. 

Some of the learning cases show some overfitted situation around 

20% of the dropout ratio, but at the point of around 40% of a 

synapse-toggling achieved the maximum accuracy in a stable with 

repeated training and testing. Figure 9 shows the overall learning 

curves during the iteration, and figure 10 is for the sum of cross-

entropy error from the 11 logits output in the same way as the 

previous one. 

 

4.2 Consideration 

As expected, weights and biases on kernels of the convolutional 

filters can be adapted by specific features for the input signal 

patterns. With regarding spatial information, dealing with these 

sound signals into 2-d planning is obviously reasonable and has 

been justified. Therefore, we can consider that the overall 

outcomes and its performance seem quite promising to utilize it 

towards other networks or applications. 

Further research will cover the better hybrid neural network 

model over the larger computational elements within in order to 

overcome the input signal sensor sensitivity and the information 

dimension alternation  
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